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Abstract

This paper presents a framework for assessing the long-run effects of zoning reform on urban

development, housing construction, and dwelling prices. We begin by developing a version of

the monocentric model of the city that features regulatory restrictions on the capital intensity

of housing that vary across different residential zones. A key implication of the model is that

differences in land price gradients between zones reflect differences in the optimal floorspace that

developers build to. This facilitates empirical estimation of the anticipated supply response to

zoning reform through the measurement of changes in land price differentials soon after policy

announcement. We use the framework to evaluate a recently-implemented upzoning policy in

Auckland, New Zealand, finding that changes in land price gradients in upzoned areas compared

to non-upzoned areas is consistent with an approximate 18% increase in aggregate floorspace.

Using plausible estimates of the house price elasticity of demand from the extant literature, this

supply increase equates to a reduction in dwelling prices ranging between 23% and 39%, relative

to the counterfactual of no upzoning.
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1 Introduction

Zoning reform is increasingly advocated in response to a variety of social problems, including

increasingly unaffordable housing (Glaeser and Gyourko, 2003; Freeman and Schuetz, 2017), envi-

ronmental sustainability (Wegmann, 2020) and inequality (Manville et al., 2020). Advocates argue

that stringent land use regulations (LURs) restrain housing supply in the places that people want

to live, pushing housing costs up and families out. Relaxing these restrictions would enable more

housing through the redevelopment of low density housing into more intensive forms, such as plexes,

rowhouses and apartments.1

Many municipal, gubernatorial and national governments are now implementing zoning reforms

to enable redevelopment. Between 2019 and 2023, the states of Oregon and Maine, and the cities

of Minneapolis, Charlotte and Arlington passed laws to abolish single-family zoning.A similar bill

currently sits before the Washington State Senate. In early 2023, Victoria, Canada upzoned ap-

proximately 45% of single- and double- family lots to allow between 6 and 12 dwellings per parcel.2

Houston implemented changes much earlier than the current wave of North American reforms, sub-

stantially reducing minimum lot sizes in 1998. Recently there have also been number of significant

zoning reforms in New Zealand. Auckland upzoned approximately three quarters of residential land

in 2016 (Greenaway-McGrevy and Jones, 2023), and the New Zealand government has subsequently

passed reforms to enable medium density and transit-oriented, high density housing in its largest

cities.3

To date, the effects of these reforms are mixed. Minneapolis’ reforms legalized duplexes and

triplexes on land previously restricted to detached single family housing, but plexes continue to

constitute only a small fraction of total permits. In contrast, upzoning in Auckland stimulated

an immediate and significant increase in housing construction (Greenaway-McGrevy and Phillips,

2023), while Houston issues building permits at a much higher per capita rate than other US cities

after its reduction in minimum lot sizes (Gray, 2022). Meanwhile, supply responses to localized

upzonings tend to be slow (Limb and Murray, 2022; Peng, 2023) or altogether lacking (Freemark,

2019), contravening anticipated outcomes, and contributing to doubt regarding the efficacy of

zoning reform to achieve policy objectives (Rodŕıguez-Pose and Storper, 2020).

Policy evaluation can be hampered by the long time horizon associated with urban redevelop-

ment. Zoning reform targets outcomes that can be reasonably expected to manifest over several

decades, making it difficult assess the efficacy and aggregate impact of the reforms based on immedi-

ate, short-term trends in building activity. As time passes, the effects of other confounding policies

or events become more salient, further inhibiting policy assessment. Even in cases such as Auck-

land, where upzoning stimulated an immediate and significant increase in housing construction,

it remains unknown whether the reform will meet long-run policy targets. Meanwhile, evaluating

effects on house prices is complicated by the fact that upzoning can increase land prices, causing

properties that are sufficiently intensive in land to appreciate in value (Greenaway-McGrevy et al.,

1“Plexes” refers to duplexes, triplexes, sixplexes, etc.
2Proportion obtained via personal correspondence with City of Victoria staff.
3See the Medium Density Residential Standard and National Policy Statement on Urban Development.
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2021; Greenaway-McGrevy and Phillips, 2023). Reductions in house prices through increased sup-

ply require the redevelopment of such land intensive properties into more capital intensive housing

forms.

To assist in the difficulties of policy evaluation, this paper develops a method to evaluate the

long-run effects of upzoning based on immediate responses in land markets to zoning changes. We

develop a version of the conventional monocentric model that allows land use regulations (LURs) to

vary between different zones of the city, showing that upzoning (i.e. a relaxation of LURs) generates

changes in land price gradients between upzoned and non-upzoned areas that reflect increases in

the optimal floor area that developers build to. Armed with this result, we can calculate the

increase in floorspace capacity enabled by the policy by carefully measuring changes in land price

gradients between zones with different regulations. These relative changes in land price gradients

can be readily estimated using spatial and time series variation in residential zoning and property

prices. Then, using information on the amount of land assigned to each zone, we can back out the

aggregate increase in floorspace supply enabled under the policy, and, given a price elasticity of

demand for housing, the impact of the supply increase on dwelling prices.

We apply the method to evaluate the effects of the large-scale upzoning reform in Auckland.

We find that differences in land price gradients that emerged soon after the reforms are consistent

with a 17.8% increase in the dwelling floorspace capacity of the metropolitan area, based on our

preferred empirical specification. Using plausible estimates of the house price elasticity of demand

from the extant literature, the increase in housing supply translates to a reduction in dwelling

prices of between 22.8 and 38.9%, relative to the counterfactual of no-upzoning, and holding all

else constant.

Our method relies on a monocentric model in the tradition of Alonso (1964), Mills (1967) and

Muth (1969), and the restrictions on the capital intensity of housing production employed by Arnott

and MacKinnon (1977) and Bertaud and Brueckner (2005) to model LURs. However, we develop

the model further by allowing restrictions on capital intensity to vary across both dimensions of the

two-dimensional city disk. Specifically, each location on the disk is assigned to a limited number

of different zones, each of which imposes a (unique) maximum on the floor area ratio (FAR) of

housing. Zoning can vary by both the radial and angular coordinates of each location. These

features of the model bring it closer to urban planning in practice, where zoning is frequently

assigned based on proximity to geographically fixed points, such as the CBD or transit network

access points. The model is then used to examine the impact of upzoning by comparing static

equilibria under different regimes of restrictions. Building on results presented in Duranton and

Puga (2015), the model yields a number of identities that relate differences in land price gradients

between zones with different FAR restrictions to endogenous outcomes of the model, including

dwelling densities and floorspace. The identities prove very useful in a policy evaluation exercise,

since measured changes in land price gradients can be used to anticipate the impacts of an upzoning

policy on future development patterns. In particular, differential changes in land price gradients

between upzoned and non-upzoned areas are equivalent to differences in the optimal floorspace that

developers build to in each area. This result holds when floorspaces are constrained by exogenous
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FAR restrictions imposed by a regulator. It also holds under a wide family of household utility and

floorspace production functions.

These theoretical findings can then be used to empirically evaluate the impact of upzoning in

practice using detailed individual-level property data and geospatial data on residential zoning.

Policy impacts on land prices for Auckland are estimated using parcel-level information on house

prices that are geocoded, so each parcel can be mapped to planning zones introduced under the

zoning reform, allowing us to identify whether the parcel was upzoned. We can then estimate the

relative impacts of the reform on land prices using a standard difference-in-differences (DID) model.

Because individual dwellings differ in their land endowments, we use the capital intensity of each

dwelling to mediate the effect of upzoning in the empirical model, thereby allowing us to uncover

the effect of upzoning on the value of the underlying land. This feature means that our empirical

method does not rely on data on vacant lots, which are typically sparse in urban areas. Using land

price gradients to infer changes in development patterns also allows us to circumvent several issues in

redevelopment that are not easily modeled, such as parcel agglomeration problems (Strange, 1995;

Brooks and Lutz, 2016), or how the reforms affect the floorspace capacity of individual parcels.

Unfortunately DID is ill-suited to uncovering the impacts of upzoning on the absolute level of

dwelling prices. Causal inference requires the Stable Unit Treatment Value Assumption (SUTVA),

meaning that the treatment cannot affect outcomes in the control group. However, upzoning in

one area of the city affects house prices in all areas under standard economic models of urban

development, since spatial equilibrium implies that policy interventions in one area of the city will

have impacts on other areas. This “spillover effect” is frequently encountered in DID applications

(Imbens and Wooldridge, 2009) and violates the SUTVA condition. Thus, while the DID framework

can reliably estimate relative changes in house and land prices, we cannot use it to infer the effects

of upzoning on the absolute level of house or land prices.

We can nonetheless interpret the changes in land prices differentials through the lens of our the-

oretical model in order to anticipate development patterns that are consistent with these observed

changes, including increases in the supply of housing. Then, using plausible estimates of price

elasticity of demand for housing, we can obtain changes in house prices implied by the increase in

housing supply from the reforms. Following results presented in Albouy et al. (2016), we consider

elasticities between -0.5 and -0.8, resulting in implied price decreases of between 38.9 and 22.8% in

response to an 18.1% increase in floorspace supply.

This paper makes several contributions to the extant literature. First, it contributes to the

small but growing literature on zoning reform, which has been an understudied topic in urban

economics to date (Schill, 2005; Freeman and Schuetz, 2017), by providing a theoretically-grounded,

empirically tractable framework for assessing its impacts. Recent contributions along similar lines

include Anagol et al. (2021) and Buechler and Lutz (2021). Second, it extends the canonical

monocentric model to allow restrictions to vary across both dimensions of the city disk. To date,

extensions of the monocentric model have imposed a single restriction either uniformly across

the city (Arnott and MacKinnon, 1977; Bertaud and Brueckner, 2005; Kulish et al., 2012) or

on a circular segment of the disk Buechler and Lutz (2021). A useful result from our extension
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of the AMM model is that differences in land price gradients between zones reflects differences

in endogenous outcomes between zones, including floorspaces and dwelling densities. Third, it

contributes to research focused on examining the specific impacts of the Auckland Unitary Plan,

a reform that is notable for having achieved many of its policy objectives Greenaway-McGrevy

and Jones (2023). Greenaway-McGrevy et al. (2021) study the immediate impact of the AUP

on relative house prices, while Greenaway-McGrevy and Phillips (2023) empirically measure the

impact of upzoning on dwelling construction over the first five years after the policy change. Our

paper complements this work by producing an assessment of the long-run effects of the reform.

The remainder of the paper is organized as follows. The following section introduces the the-

oretical model and our approach to modeling LURs that vary according to different zones in the

city disk. Section three describes our data and the institutional context and details of the upzoning

policy in Auckland that we study. In section four we present our empirical model for measuring

the effects of upzoning on land price gradients. In section five we interpret these results through

the lens of our theoretical model to arrive at an estimate of the increase in floorspace capacity and

the reduction in dwelling prices from the policy. Section six concludes.

2 Theoretical Model

The conventional Alonso-Mills-Muth (AMM) monocentric model provides the theoretical founda-

tion for our work. Because we are interested in how regulations affect the intensity of housing

development, we employ a version of the model that admits substitution between land and capital

in the production of floorspace. Regulations restrict developers to a maximum capital-to-land ratio.

Under constant returns to scale in housing floorspace production, this is equivalent to a restriction

on the Floor to Area Ratio (FAR). We therefore refer to it as a FAR restriction. It is equivalent to

the height restrictions employed by Arnott and MacKinnon (1977), Bertaud and Brueckner (2005)

and Kulish et al. (2012). We provide a brief description of the standard model before describing

our own additions to the set-up.

The city lies on a flat plane and is comprised of a central business district (CBD) surrounded by

suburbs that house workers. The land around the CBD suitable for housing development spans θ

radians. Workers reside in the suburbs and commute to the CBD to earn wages. Their preferences

over housing floorspace H and a consumption numeraire C are described by a utility function

U (H,C) that is increasing in both arguments and strictly quasi-concave. Households living at

distance x ∈ [0,∞) from the CBD incur a commuting cost tx to earn the wage W .4 Under these

assumptions, both the rent of housing floorspace P (x) and floorspace H (x) are decreasing in x

and convex (Duranton and Puga, 2015).

We impose standard assumptions on the production of housing floorspace. Developers produce

floorspace H (x) using capital K and land L. H (x) is increasing in K and L, exhibits constant

returns to scale, and is strictly quasi-concave. The rental price of capital is assumed constant and

4The AMM structure can accommodate dispersed employment across the city under the assumption wages decrease
linearly at rate t as the distance between the place of work and the CBD increases. See Glaeser (2008).
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is set to unity. The rental price of land is denoted R (x). Developers are perfectly competitive. We

define h (x) = H (x) /L (x) as the FAR that developers build to at x. Under constant returns to

scale, h (x) can be expressed as a function of the capital to land ratio k (x) = K (x) /L (x).

In the Appendix we present a specification of the model based on Cobb-Douglas utility and

production. This specification is unnecessary for the exposition presented here.

2.1 FAR Restrictions and Zones

Arnott and MacKinnon (1977), Bertaud and Brueckner (2005) and Kulish et al. (2012) model LURs

as constraints on building height. This is equivalent to restricting the FAR h (x). For example,

h (x) < ĥ for some ĥ > 0 that is selected by a policymaker. Under constant returns to scale

production this is equivalent to a constraint on the capital intensity of the property, k (x). In

the framework of Arnott and MacKinnon (1977), Bertaud and Brueckner (2005) and Kulish et al.

(2012), the FAR restriction ĥ applies uniformly across the city. Under this approach, the model is

solved via the population constraint (c.f. (9) in Bertaud and Brueckner, 2005):

ˆ x̂

0

ĥ
H(x)θxdx+

ˆ x̄

x̂

h(x)
H(x)θxdx = N

and the condition that x̂ satisfies h (x̂) = ĥ, such that x̂ denotes the distance at which ĥ becomes

binding. x̄ denotes the radius of the city, while N is the number of dwellings in the city, where we

assume without loss of generality that there is one worker per dwelling.

In practice, however, regulations that affect housing construction typically varies between differ-

ent zones of a city. To bring the model closer to urban planning in practice, we extend the general

framework by permitting different zones across the city disk. Each zone has a different restriction

on h (x). Let ωj (x) ∈ (0, 1) denote a continuous function in x that describes the proportion of land

at distance x that is assigned to residential zone j= 1, ...,mz. Let ĥj denote the FAR restriction

that applies in zone j, such that h (x) ≤ ĥj . The population condition becomes

θ

mz∑
j=1

(ˆ x̂j

0

ĥj

H(x)ωj (x)xdx+

ˆ x̄

x̂j

h(x)
H(x)ωj (x)xdx

)
= N (1)

where x̂j satisfies h (x̂j) = ĥj , such that x̂j denotes the distance at which ĥj becomes binding.5

The remaining conditions for solving the model are the same as in the standard AMM model.

Household utility is equal at all locations and land rents at the boundary are equal to agricultural

rents R̄, i.e.

R (x̄) = R̄

A simple example of the framework is when ωj (x) = ωj ∈ (0, 1) for all j = 1, . . . ,m. In

this case the city disk spanning θ radians is decomposed into circular sectors, with each sector

5Note that condition this does not preclude x̂j > x̄, which indicates that the FAR restriction is binding out to the
radius x̄ in zone j.
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corresponding to a zone. Such a model may be appropriate for transit-oriented zoning, whereby

residential areas close to rapid transit and highway corridors emanating from the CBD along fixed

rays are zoned for greater density.6 Figure 1 below provides an example where ωj (x) = ωj ∈ (0, 1)

for all j = 1, . . . ,m. However, in practice, planners often locate high density closer to downtown.

In such cases we might expect ωj (x) to be monotonically decreasing in x for zones j that permit

high levels of capital intensity in housing, and increasing for other zones that restrict development

to low levels of capital intensity.

2.1.1 Discretization into Annulus Sectors

The model can also be solved via numerical integration when the functions {ωj (x)}mz

j=1 are dis-

cretized via a step function over x. Discretization maybe desirable when the zoning topography of

the model is intended to match zoning topography in practice.

Discretization involves decomposing the disk into a grid of annulus sectors and assigning a zone

to each sector. We assign ms circular sectors, each of angle θ/ms. Each annulus has an annulus

radius of length l. Let (a, s) index the annulus and sector, such that s = 1, . . . ,ms indexes the

sectors and a = 1, 2, . . . indexes the countably infinite annuli. We define ωj,a ∈ [0, 1] to be the

proportion of sectors within the ath annulus that are assigned to zone j.

Figure 1 exhibits four examples of the annulus sectors framework for a case where there are three

different zones. Each annulus sector within the disk is assigned a zone and signified by a different

color (magenta, cyan or gray). In the example in the top left panel of Figure 1, we have the case

where the proportion of land assigned to each zone is constant for all distances x. FAR restrictions

only vary according to the angular coordinate of each location. This particular set-up is similar to

Buechler and Lutz (2021), who present a model in which a FAR restriction applies to a circular

sector of the disk, with the remaining sector unconstrained. The top right panel presents a set-up

in which zoning varies only by the radial coordinate of each location. Allowing FAR restrictions to

vary by radial distance is desirable as zoning in practice often varies by distance to the CBD. The

bottom two panels allow zoning to vary by both radial and angular coordinates. In the example

in the bottom right panel, the cyan zone is more prevalent close to the CBD, while the gray zone

becomes more prevalent towards the outskirts of the city. Because distance to the CBD determines

outcomes in the monocentric AMM model, the ordering of the zones within the ath annulus is

inconsequential in the disks presented in Figure 1. Under the discretization into annulus sectors,

the population condition (1) becomes more complicated. We use x∗a to denote a discrete measure

of distance to the CBD. Specifically, x∗a is the distance of the outer edge of the ath annulus to the

6Transit corridors that allow faster commute times do however warp the topology of the city disk(Baum-Snow,
2007; Greenaway-McGrevy and Jones, 2024). Under the assumption that workers commute to the transit corridor
via a circular arc, transit rays can be accommodated into the framework by increasing the radius of the city disk
(Greenaway-McGrevy and Jones, 2024).
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Figure 1: Examples of Annulus Sector Zones in the Alonso-Muth-Mills model

Notes: Disk decomposed into annulus sectors, θ = π. Colors represent different zones. For instructive pur-
poses, cyan denotes a high density zone, magenta a medium density zone, and grey a low density zone.Housing
demand depends on the radial distance to the CBD and is independent of the angular displacement of any
annulus sector from any ray from the origin. Therefore the ordering of zones within a given annulus has no
impact on model outcomes. In the example on the left, the proportion of sectors in each annuli assigned
to each zone is constant. In the example on the right, the proportion of annuli assigned to each zone is
dependent on the distance of the annuli to the CBD.
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CBD, such that x∗a ∈ {x∗0, x∗1, x∗2, x∗3, . . .} = {0, l, 2l, 3l, . . .} . Then (1) becomes

θ

mz∑
j=1

 ∑aj
a=1

´ x∗
a

x∗
a−1

ωj,a
ĥj

H(x)xdx+
´ x̂j

x∗
aj

ωj,a+1
ĥj

H(x)xdx+ ωj,aj+1

´ x∗
a+1

x̂j

h(x)
H(x)xdx+∑ā

a=aj+2 ωj,a

´ x∗
a

x∗
a−1

h(x)
H(x)xdx+ ωj,ā+1

´ x̄
x∗
ā

h(x)
H(x)xdx

 = N

where aj = ⌊ x̂j

l ⌋ and ā = ⌊ x̄l ⌋, and where ⌊·⌋ denotes the largest integer less than or equal to the

argument. Thus the FAR restriction for zone j becomes non-binding in the (aj + 1)th annulus, and

the radius of the city lies within the (ā+ 1)th annulus.

2.1.2 Numerical Simulation

We present an example of urban development outcomes when spatial equilibrium holds under the

annulus sectors disk depicted on the bottom left panel of Figure 1. For the purposes of this

instructive exercise, we impose a FAR restriction of 3 on the magenta colored annulus sectors. The

cyan areas have a FAR restriction of 6, while the grey areas have a FAR restriction of 1. Together

with the spatial distribution of zones depicted in the bottom left panel of Figure 1, this set of FAR

restrictions constitute what we will refer to as a “regulatory regime”, for instructive purposes. To

complete the model, we follow Bertaud and Brueckner (2005) and employ Cobb-Douglas utility

and production functions. The parameters of the model are described in the notes to Figure 2.

Further details on the model are contained in the Appendix. Noting that there is a direct mapping

from rents to prices under a suitable capitalization rate (Kulish et al., 2012), we hereafter refer to

P (x) and R(x) as “house prices” and “land prices”.

Figure 2 depicts outcome variables of interest under spatial equilibrium. It depicts dwelling

prices P (x) and floorspaces H (x), which depend only on x and x̄, and do not vary by zone, as well

as land prices R (x), FARs h (x) , and densities 1/L (x) , all of which vary according to zone.7 To

illustrate how liberal zoning lowers land input costs to housing production, Figure 2 also depict total

land costs, R (x)L (x) , and the land cost per unit of floor space, R (x)L (x)H−1 (x) = R (x)h−1 (x)

(i.e., the land cost to floor area ratio). We compare the set of urban development outcomes to a

different regulatory regime in which the tightest FAR restriction (= 1) holds in all annulus sectors

of the city.8 The latter outcomes are depicted by the dashed blue lines in Figure 2. We hold

population constant, meaning that the comparison is made under closed city assumptions. We

describe this regulatory regime as “more restrictive”, and compare its equilibrium outcomes to

those of the “less restrictive” regulatory regime that has the three different different zones with

FAR restrictions no less than those of the more restrictive regime.

First, we examine outcomes within the less restrictive regulatory regime. Dwelling prices P (x)

and floorspace H (x) gradients depend on distance from the CBD but not the underlying FAR

restriction of the zone in which the dwelling is located – i.e., floorspace and house prices at a given

7The iso-utility condition directly implies that house prices do not vary by zones with different FAR restrictions.
This, in turn, implies that land prices are higher in zones with less restrictive FARs. See Buechler and Lutz (2021).

8This regulatory regime is analogous to the simulations of height limits studied by Arnott and MacKinnon (1977)
and Bertaud and Brueckner (2005).
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Figure 2: Zoning Reform in the AMM model with Annulus Sectors
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Simulated equilibrium outcomes using the annulus sectors depicted in the bottom left panel of Figure 1. High density
FAR restriction = 6; Medium density FAR restriction = 3; Low density FAR restriction = 1. The dashed blue line are
equilibrium outcomes when the entire city is zoned to low density (FAR restriction = 1). Population is constant under
both regulatory regimes. Utility is Cobb Douglas with a housing share of 0.2. Floorspace production is Cobb-Douglas
with a capital share of 0.6 and TFP of 5e−4. These parameters are adopted from Kulish et al. (2012). W = $100, 000,
t = $1,046, R̄ = $80, 000, N = 1, 000, 000 and θ = π. The vertical dashed lines in the panel labeled ‘Cumulative
Population’ denote the radius of the city (i.e. the distance from the CBD at which the cumulative population is N).
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distance x are the same in each zone. This follows from the equilibrium condition that utility is equal

at all locations, and that transport costs are equal at distance x, which ensures that income after

commuting costs is the same at all distances x. This does not, however, mean that the geographic

distribution of zones and FAR restrictions have no impact dwelling price and floorspace gradients.

Rather, FAR restrictions impact house prices and floorspace gradients through their impact on city

radius x̄ in equilibrium. Dwelling prices and floorspaces are determined by the radius of the city, x̄,

wages W , and travel costs t. Holding all else constant, tighter FAR restrictions increase x̄, resulting

in higher house prices and lower floor areas at each distance x ∈ [0, x̄) from the CBD.

The remaining variables – including land prices, FARs, and dwelling densities – do differ with

zone. Land prices are lower in zones with tighter restrictions on capital intensity at distances where

the restriction is binding (i.e. for x < x̂j). Zones with more restrictive limits on FARs reduce land

prices because they restrict the marginal product of land. In locations where the restriction is non-

binding, so that developers build to a FAR that is less than the restriction imposed, land prices are

equivalent between the zones. FARs are clearly constrained by the upper bound imposed in each

zone out to a certain distance from the CBD, after which the optimal FAR falls. We refer to this

point as the distance at which the constraint binds. The distance at which the constraint binds is

decreasing in the upper bound on the FAR. Thus we have x̂j+1 < x̂, j = 1, . . . ,mz, where recall

that zones are ordered from least to most permissive in terms of the FAR restriction. Dwelling

densities are higher in zones with more permissive FARs.

Next, we compare equilibrium outcomes in the less restrictive regulatory regime to those of the

more restrictive regime. The more restrictive regime has higher house prices and smaller floorspaces

compared to the less restrictive regime. It is also more expansive, covering a radius of 53 km from

the CBD, whereas the radius of the high density city is 47.8 km. These results reflect those already

established in the literature for uniform restrictions on capital intensity. For example, tighter height

restrictions generate larger radius, higher house prices and smaller floorspaces compared to cities

with looser height restrictions (Arnott and MacKinnon, 1977; Bertaud and Brueckner, 2005; Kulish

et al., 2012).

Within a given radius of the CBD, land prices are higher in the least restrictive zone (FAR

= 6) compared to land prices in the more restrictive regulatory regime. Meanwhile land prices

in the zone with the most restrictive FAR constraint (= 1) are lower under the less restrictive

zoning regime. These observations reflect two effects that work in opposite directions. First, the

marginal product of land is increasing in the FAR restriction (i.e. as a FAR restriction is relaxed, the

marginal product of the affected parcels increases). At a given distance x, differences in the price of

land between zones within the less restrictive zoning regime reflect differences in marginal product.

Second, as FARs restrictions are relaxed, city radius decreases (when population is held constant)

as households are able to located closer to the CBD. This reduces house prices and consequently

land prices. Differences in land prices in the zone with the same FAR restriction (= 1) under both

regimes reflect only the latter effect since the marginal product of land is the same.9 The medium

9A common alternative assumption in comparative statics is to hold utility constant (i.e. the open city assumption).
Under this assumption city radius is unchanged, meaning that that land price differentials between different zoning
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restriction zone (FAR = 3) has lower land prices than under the more restrictive regulatory regime,

indicating that the productivity effect is comparatively smaller in this particular example.

Land costs (as opposed to prices) are lower in all three zones under the less restrictive regime,

and, among the three zones, are lowest in the high density zone. Since floor areas are the same in

all three zones (at each distance x), this also implies that land price per unit of floor area is lowest

in the high density zone. Thus, while zoning has an ambiguous effect on the absolute level of land

prices, it has an unambiguous effect on land costs. Land costs (i.e., the cost of land necessary to

produce a dwelling or a given amount of floorspace) should be used to evaluate how land markets

impact housing costs – not land prices.

2.2 Useful Results

The annulus sector AMM model yields several identities that allow us to quantify differences in

endogenous outcomes between zones and between different regulatory regimes. As discussed above,

a regulatory regime refers to a specific spatial distribution of zones on the city disk and their

associated FARs. Outcome variables in each regime are given by the spatial equilibrium conditions.

We describe each identity through the propositions stated below. Throughout, i and j index

zones, i, j ∈ {1, . . . ,mz}, and recall that each zone has a unique FAR restriction.

Proposition 1. The ratio of land price gradients between two zones is equal to the ratio of

FARs between the zones. Algebraically,

dRj(x)
dx

dRi(x)
dx

=
hj (x)

hi (x)
(2)

To see why this is the case, a well-known outcome of the AMM model is that the ratio of the

land price gradient to the house price gradient is equal to the FAR (see, e.g., Duranton and Puga,

2015). That is,
dR(x)
dx

dP (x)
dx

= h (x) (3)

This equality follows from the previously stated assumptions on the production function and com-

petition in housing markets. It therefore extends to cases in which FARs are restricted. Eq. (3)

also holds in cases where FAR restrictions vary across different zones of the city. Eq. (2) then

follows because dwelling prices P (x) not not vary by zone.

The equality in (2) means differences in land price gradients between different zones reflect

differences in the FAR between zones. In other words, differences in land price gradients between

zones tell us about the relative capital intensity that it is optimal for developers to build to. This

insight informs our empirical strategy, described in more detail in Section 5.

regimes only reflect differences in marginal productivity of land.

12



The model yields additional results of interest that hold between regulatory regimes (though

they do not inform our empirical strategy). Hereafter we use A and B refer to two different

regulatory regimes.

Proposition 2. The ratio of land price gradients between two zones in different regulatory

regimes is equal to the ratio of dwelling densities between regimes Algebraically,

dRA,j(x)
dx

dRB,i(x)
dx

=
LB (x)

LA (x)
(4)

where recall that 1/L (x) is dwelling density at x. To see why this is the case, combining (3)

with the Alonso-Muth condition (see (4) in Duranton and Puga 2015) yields

dR(x)
dx = −t · h (x)

H (x)
(5)

This equality holds across different spatial equilibria and thus across different zoning regimes. Let

RA,j (x) denote land prices in zone j under zoning regime A and let RB,i (x) denote land prices in

zone i under regime B. Because travel costs t are constant, and floorspace H (x) is the same across

different zones within the same regulatory regime, the above equality implies that

dRA,j(x)
dx

dRB,i(x)
dx

=
hA,j (x)

hB,i (x)
· HB (x)

HA (x)
(6)

Eq. (4) then follows since h(x)
H(x) =

1
L(x) .

The equality in (4) means that differences in land price gradients between different zones and

between different regimes reflect differences in dwelling densities under the two regimes.

Proposition 3. Within the same zone, the ratio of land price gradients between different

regimes is equal to the ratio of floorspaces between regimes at locations where FAR restrictions are

binding. Algebraically,
dRA,j(x)

dx
dRB,j(x)

dx

=
HB (x)

HA (x)
, x ∈ [0,min (x̂A,j , x̂B,i)] (7)

This result is an extension of (6). The ratio
hA,j(x)
hB,i(x)

is fixed (and independent of x) for all

distances x at which the FAR restrictions that apply in i and j are binding. That is,
hA,j(x)
hB,i(x)

=
ĥA,j

ĥB,i

for all x ≤ min (x̂A,j , x̂B,i). Then, under (6) we have

dRA,j(x)
dx

dRB,i(x)
dx

=
ĥA,j

ĥB,i

· HB (x)

HA (x)
, x ∈ [0,min (x̂A,j , x̂B,i)] (8)
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This condition also holds for j = i, and thus (7) follows from setting ĥA,j = ĥB,i. Eq. (7) then

follows, and means that differences in land price gradients between different regulatory regimes

within the same zone reflect differences in floorspace between regimes at locations where the FAR

restrictions are binding under either regime.

Another result of note is that differences in floorspaces under each regime can be mapped to

differences in house prices given a specific utility function. For example, under Cobb-Douglas

utility, the consumption share of housing in the consumption basket is constant, meaning that

PA (x)

PB (x)
=

HB (x)

HA (x)

and thus (7) implies that

dRA,j(x)
dx

dRB,i(x)
dx

=
PA (x)

PB (x)
, x ∈ [0,min (x̂A,j , x̂B,i)]

Thus differences in land price gradients between regimes within the same zone will reflect differences

in dwelling prices, provided that LURs are binding in those locations. Moreover, as shown in the

Appendix, under Cobb Douglas utility, P (x) = B(W − tx)
1
α for a constant B that is independent

of x, which means that the ratio PA(x)
PB(x) is constant for all x. Thus, accurate measures of the change

in land price gradients in non-upzoned areas after the implementation of an upzoning policy would

tell us about the impacts of the policy on house prices. However, it is difficult to find an accurate

counterfactual for changes over time, and thus we do not utilize this result in our empirical analysis.

Moreover, we do not want our results to hinge on any particular utility function.

3 Data and Institutional Background

In this section we describe the data employed in the empirics of the paper. In order to contex-

tualize the data, we first describe the institutional background underpinning the upzoning policy

intervention in Auckland that motivates the empirical analysis.

3.1 Institutional Background

Auckland is the largest city in New Zealand with a population of approximately 1.57 million within

the greater metropolitan region (as of 2018 census). Since 2010, the entire metropolitan area, as

well as several towns, populated islands, and a large amount of the rural land beyond the fringes of

its outermost suburbs, has been under the jurisdiction of a single local government, the Auckland

Council. Centered on a long isthmus of land between two harbors, this jurisdiction extends over

4,894 km2 of land area.

In March 2013, the Auckland Council announced the ‘draft’ version of the Auckland Unitary

Plan. The draft version of the plan went through several rounds of consultations, reviews and

revisions before the final version became operational on 15 November 2016. Each version of the

14



Figure 3: Auckland Region

Notes: Auckland region (shaded) decomposed into Statistical Areas. Major urban area in yellow. Source:
Greenaway-McGrevy and Phillips (2023).
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AUP contained LURs that would potentially change restrictions on the extent of site develop-

ment, depending on the site location. In most areas these LURs were relaxed in order to enable

residential intensification and greater population density, including multi-family housing such as

terraced housing and apartments. These proposed changes could be viewed online, so that any

interested member of the public could observe the specific LURs proposed for a given parcel of

land. This meant that it was relatively simple for developers to observe the new land use regu-

lations and to incorporate these into their expectations prior to the policy becoming operational.

See Greenaway-McGrevy and Jones (2023) for further details on the institutional background.

The amount of development permitted on a given site is restricted by the residential planning

zone in which the site is located. For the purposes of estimating changes in land price differentials,

we focus on four zones, listed in declining levels of permissible site development: Terrace Housing

and Apartments (THA); Mixed Housing Urban (MHU); Mixed Housing Suburban (MHS); and

Single House (SH). Thus THA permits the most site development, and SH permits the least.

These four residential zones (SH, MHS, MHU and THA) comprise the vast majority of residential

land within the urban core of Auckland. Table 6 in the Appendix summarizes the various LURs for

each of the residential zones. These regulations include site coverage ratios, minimum lot sizes for

new subdivisions, and height restrictions, among others. For example, five storeys and a maximum

site coverage ratio of 50% is permitted in THA, whereas only 2 storeys and a coverage ratio of 35%

is permitted in SH.

Prior to the AUP, there were seven different plans that applied to different regions, which were

relics of the seven distinct and city councils that composed Auckland until 2010. The Unitary

Plan upzoned between 75.1 and 78% of residential land, in the sense that the FAR implied by site

coverage and height restrictions was relaxed, including the vast majority – 98.7% – of land zoned

as THA, MHU and MHS (Greenaway-McGrevy and Jones, 2023). Thus, the vast majority of land

zoned as THA, MHU or MHS was upzoned.

Figure 4 (taken from Greenaway-McGrevy and Jones, 2023) depicts the geographic distribution

of upzoned areas. For clarity we zoom in on the central urban area of Auckland. The figure

distinguishes between areas upzoned to THA, areas upzoned to MHU and areas upzoned to MHS.

Non-upzoned areas in the Figure comprise areas that did not experience an increase in FAR. These

are predominantly SH zoned areas.

Our empirical design exploits differentials in land prices between upzoned and non-upzoned

after the policy is announced. To model these differentials we adopt a DID framework, wherein the

non-upzoned areas is used as the “control”, while the areas upzoned to MHS, MHU or THA are

three different “treatment” groups.10 As discussed in the introduction, we note that outcomes in

the control group do not represent a valid counterfactual for causal inference due to spillovers. Our

empirical strategy requires accurate measures of relative differentials, and does not require these

to be interpreted as treatment effects.

10Non-upzoned areas include the small number of THA, MHU or MHS parcels that did not experience an increased
FAR. We exclude parcels that were rezoned from non-residential zones to residential zoning.
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Figure 4: Upzoned areas under the Auckland Unitary Plan

Source: Greenaway-McGrevy and Jones (2023).

3.2 Data

Our dataset is based on residential dwelling valuations provided by the Auckland Council for the

years 2011, 2014, and 2017. Ratings valuations are conducted every three years for the purposes

of levying local government property taxes. The data include assessments of the value of built

capital (called the “improvements value”) and the land value of the property.11 These are used to

construct a measure of capital intensity of the dwelling structure that is employed in our empirical

work.

Valuations are matched to individual land parcels obtained from a GIS database of land records.

Valuations are matched to parcels based on the certificate of title of the valuation, which is a unique

identifier that is also used in the GIS database on land parcels. This matching enables us to assign

a geocoordinate to each dwelling in the dataset. Based on this geocoordinate, we can identify the

residential zone of each dwelling. This information is used in our empirical work. We can also

calculate the distance of the dwelling to various points of interest, including the CBD.

In our empirical work we use two measures of distance. First, we use Haversine (or straight line)

distance. Second, we use Manhattan distance, which is based on road networks. Each measure

comes with drawbacks. Because the coastal topography of Auckland is characterized by large bodies

of water that mean that commuting routes are often not along straight lines. Haversine distance

understates distances for commuting routes that must circumvent these large bodies of water. In

addition, Auckland is characterized by three highways emanating from the CBD to the North,

South and West, as well as several highways that link these arterials. The network offers faster

11See Cooper and Namit (2021) for a discussion of the valuation methodology.
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commute times for households served by these highways. For such households, Manhattan distance

overstates commuting times. Moreover, these highways often traverse the large bodies of water,

meaning that highway placement is in part and endogenous response to the coastal topography.

Estimation of the increase in floorspace from upzoning incorporates information on the pro-

portion of land assigned to the different residential zones under the AUP. Estimation of these

proportions is based on Statistical Areas (SAs), which are geographic areas designed and employed

by Statistics New Zealand for the collection and organization of census data. SAs have a target

population of between 2000-4000 people in cities (such as Auckland) and were drawn to reflect

communities that interact socially and economically. They are analogous to census tracts in the

US. We use the 2018 vintage of the SAs, of which there are 510 SAs in Auckland.12

In order to estimate aggregate increases in floorspace from upzoning, we also require information

on the FARs of the existing dwelling stock prior to upzoning. Estimates of dwelling FARs are

based on the valuation dataset, which report floor areas for each dwelling. Dwellings with exclusive

ownership of land in the title (i.e. not joint ownership of land in the title) have a reported land area

in the valuation dataset. Dwellings with joint ownership of land in the title do not have reported

land areas. To address this issue, we join the valuation dataset with GIS information on individual

parcels in Auckland. Because we have the geocoordinates of each dwelling (in addition to other

locational information, such as address), we can identify the parcel of land associated with each

title with a high degree of accuracy. Additional details on the joining algorithm are contained in

the Appendix. Once joined, we can identify many-to-one matches, thereby identifying all other

dwellings in the valuation dataset that share the same land parcel. Based on this we can calculate

the FAR for the entire parcel, which is then assigned to each dwelling associated with the parcel.

4 Empirics

In this section we examine the relative effects of upzoning on land prices using a multiperiod DID

framework that compares outcomes in upzoned areas to non-upzoned areas. These results are then

interpreted through the lens of the model to infer changes in housing supply.

Our model is informed by two insights from our theoretical framework described above. First,

upzoning can increase land prices relative to non-upzoned parcels, while house prices fall. The

impact of upzoning on the price of existing housing will therefore depend on the land endowment

of each property, which varies significantly in many real-world cities: Housing that is land intensive

will appreciate in value relative to capital intensive housing. Our specification conditions on a

measure of the capital intensity of housing when modeling the effects of upzoning of house prices,

enabling us to easily obtain an estimate relative changes in land prices from the fitted model.

12SAs were introduced in 2018, as the previous classification system had not been revised since
1992. The previous statistical geographies no longer reflect current land use and population pat-
terns. The revision was also implemented in order to align the geographic unit standards with in-
ternational best practice. Population data from the previous census (conducted in 2013) and as-
sociated projections were used in the design of the 2018 boundaries. For additional details, see
https://www.stats.govt.nz/assets/Uploads/Retirement-of-archive-website-project-files/Methods/

Statistical-standard-for-geographic-areas-2018/statistical-standard-for-geographic-areas-2018.pdf
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Second, differences in land price gradients between different zones reflect differences in optimal

FARs (see condition (2) above). We adopt an empirical specification that is tractable and allows

us to easily recover estimates of the differences in land price gradients between different zones from

the fitted model. These estimates are then used in the policy evaluation exercise in the following

section.

4.1 Econometric Model Specification

Let pi,t denote price of house i = 1, . . . , n in period t, measured on a per square meter of flooring

basis. Next, let zi,t denote the capital intensity of house i in period t. We use the site intensity ratio,

which is the ratio of the capital value of the property to the total value (Clapp and Salavei, 2010;

Clapp et al., 2012). In this case zi,t ∈ [0, 1), where that case of zi,t = 0 indicates that the parcel is

equivalent to vacant land. Houses are mapped to residential zones using the longitude and latitude

of their matched parcel, allowing us to identify which properties upzoned. We use j = 0, 1, 2, 3 to

index the upzoned areas and non-upzoned areas. j = 0 indicates non-upzoned areas. Meanwhile

j = 1, 2, 3 signify the upzoned areas ordered in increasing amounts of site development allowed (so

j = 1 corresponds to upzoned to MHS and j = 3 corresponds to upzoned to THA). Henceforth, in

the interests of brevity, we refer to j as indexing “zones”, with the understanding that the index

refers to areas that were upzoned to either MHS (j = 1), MHU (j = 2) or THA (j = 3).13

Next we must determine the treatment date. We have data for 2011, 2014 and 2017, and use

2014 as the treatment date. Although this is a year after the announcement of the preliminary

AUP, it is two years before the final version of the plan is announced. Moreover, as we explain

below, it is apparent that there is only a very small pre-treatment trend between 2011 and 2014,

indicating that there is not much of an announcement effect between 2013 and 2014.

Our empirical model is then

pi,t = δ′0Zi+
∑m

j=1
1i∈jβ

′
0,jXi+

∑T

s=−T ,s ̸=0
1s=tδ

′
sZi+

∑T

s=−T ,s ̸=0

∑m

j=1
1s=t,i∈jβ

′
s,jXi+εi,t, (9)

where Xi = (1, zi)
′ and Zi = (1, zi, xi)

′, and where xi denotes the (natural log of) distance to

the CBD, and zi = zi,−1, i.e. site intensity prior to the policy implementation. The period

index t = −T , . . . , 0, . . . , T , where T denotes the number of time series observations prior to the

treatment, and T denotes the number of time series observations post-treatment. Treatment occurs

in period t = 0. We have data for 2011, 2014 and 2017, and elect to use 2014 as the treatment

date. Although this is a year after the announcement of the preliminary AUP in 2013, it is two

years before the final version of the plan is announced in 2016. We therefore have one observation

pre- and post-treatment, i.e.T = T = 1.

The empirical model permits the land gradients to change in each period, while zoning effects on

13Recall from section 3.1 that almost all (98.2%) of the land area zoned as either MHS, MHU or THA was upzoned
in the sense that FAR restrictions were relaxed. There were nonetheless a small number of parcels zoned as either
MHS, MHU or THA that did not have FAR restrictions relaxed. These are classified as non-upzoned (j = 0). See
Greenaway-McGrevy and Jones (2023) for further details.
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house prices conditional on capital intensity is captured by the parameters in the vector {βs,j}Ts=1.

Let βs,j =
(
β
(1)
s,j , β

(2)
s,j

)′
. Then, for houses located in zone j, the treatment effect in t = 1 on log

prices conditional on a capital intensity measure of non-negative support z in is given by the linear

function β
(1)
1,j + β

(2)
1,j z, where we anticipate β

(2)
1,j < 0and β

(1)
1,j > 0. For a house with zero measure of

capital intensity (i.e. equivalent to vacant land), the treatment effect is β
(1)
1,j .

In fact, these additive constants for log land values
{
β
(1)
s,j

}3

j=1
capture differences in land price

gradients for prices in levels. To see why, note that pi,t are logged prices, and that the model implies

that (expected) land prices in period t = 1 are given by setting z = 0 so that

R1,j (x) = e(β0,j+β1,j)
′X0

i · e(δ0+δ1)
′Z0

i = e(β0,j+β1,j)
′X0

i ·R1,0 (x)

where Z0
i := (1, 0, xi, 0) and X0

i = (1, 0). Then the treatment effect β
(1)
t,j for t > 0 is the change in

the land price gradient differential ln (Rt,j (x))− ln (Rt,0 (x)) between t = 0 and t. To see this, we

momentarily abstract from the time period notation, and note that

dRj(x)
dx

dR0(x)
dx

=

dRj(x)
dx

x
Rj(x)

dR0(x)
dx

x
R0(x)

× Rj (x)

R0 (x)

Then taking logs we have

ln
(
dRj(x)

dx

)
− ln

(
dR0(x)

dx

)
= ln

(
dRj(x)

dx
x

Rj(x)

)
− ln

(
dR0(x)

dx
x

R0(x)

)
+ ln (Rj (x))− ln (R0 (x))

= ln (Rj (x))− ln (R0 (x))

where the second equality follows from the fact that the elasticity of the log land price gradient

in zone j compared to zone 0 with respect to distance is constant in the empirical model, i.e.

ln
(
dRj(x)

dx
x

Rj(x)

)
= ln

(
dR0(x)

dx
x

R0(x)

)
. Re-introducing the time period notation, and examining the

change in land price gradient differentials, we have

ln
(
dRt,j(x)

dx

)
− ln

(
dR0,j(x)

dx

)
−
[
ln
(
dRt,0(x)

dx

)
− ln

(
dR0,0(x)

dx

)]
= ln (Rt,j (x))− ln (R0,j (x))− [ln (Rt,0 (x))− ln (R0,0 (x))]

Substituting in (9) and taking expectations we have

E
[
ln
(
dRt,j(x)

dx

)
− ln

(
dR0,j(x)

dx

)
−
[
ln
(
dRt,0(x)

dx

)
− ln

(
dR0,0(x)

dx

)]]
= β

(1)
t,j (10)

Thus the treatment effect β
(1)
t,j provides an estimate of the change in difference between the land

price gradient in zone j (upzoned areas) and the land price gradient in zone 0 (non-upzoned area).
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4.2 Results

In fitting the model, we exclude dwellings with land area in excess of 10 hectares, floor areas in excess

of 2000m2, and site coverage areas in excess of 1000m2. These filters guard against incorrectly coded

data and outliers impacting our findings. We also restrict the sample to properties with exclusive

land ownership on the title.14

Figure 5 plots β̂
(1)
1,j + β̂

(2)
1,j z against z ∈ [0, 1] for j = 1, 2, 3. These are the zoning effects

on log prices, conditional on site intensity. Note that in each case, the linear function in z is

positive for z = 0 and decreasing in z, confirming our prediction that the impact of upzoning on

relative land values is increasing in land intensity (or, equivalently, decreasing in capital intensity).

Interestingly, the empirical model also implies that dwellings that exceeded a threshold level of site

intensity depreciated in relative value, at least in the MHS and THA zones. For the THA zone,

this occurred at a site intensity of approximately 0.6.

Evaluating the linear functions at z = 0 yields estimates of the relative impact of upzoning

on log land prices. The empirical estimates indicates that upzoning increased log land prices by

0.369 on average in upzoned to THA compared to non-upzoned, 0.265 in MHU, and 0.205 in MHS.

The magnitude of these effects correspond to the ordinal ranking of the amount of intensification

permitted in each zone. Under (10) these estimates correspond to the change in (non-logged) land

price gradients in each of the three zones.

In the Appendix, we plot the same function in the pre-treatment period in Figure 7, showing

that the function is near flat. The point estimates are slightly below zero for z = 0 for all zones,

indicating a a slight, albeit negligible upward trend in land prices prior to 2014. This is perhaps

unsurprising as this is one year after the first announcement of the policy in 2013. This means that

our estimates of the increase in land price gradient – and thus floorspace capacity – err towards

the conservative: We would find larger effects if we used 2011 as the treatment date.

There is a notable discrepancy between the empirical model and the theoretical model that is

worth commenting on before proceeding. The theoretical model implies that gradient differentials

between zone j and all zones k > j are only constant for distances x < x̂j , where recall that x̂j

denotes the distance at which the FAR restriction no longer binds. In contrast, the empirical model

imposes constancy for all x. To examine the extent to which this restriction in the empirical model

impacted our results, we estimated a model specification of the form

pi,t = δ′0Zi+
∑T

s=−T ,s ̸=0
1s=tδ

′
sZi+

∑m

j=1
1i∈j,xi<x̂j

β′
0,jXi+

∑T

s=−T ,s ̸=0

∑m

j=1
1s=t,i∈j,xi<x̂j

β′
s,jXi+εi,t

where xi < x̂j in the indicator function adds an additional condition for the treatment indicator

to be one. Namely, that the parcel is less than x̂j from the CBD. Here {x̂j}mj=1 are additional

constraints that are estimated by minimizing the OLS function. However, we found the fitting

14It is common for apartments and free-standing houses on cross-leased sites to share land ownership between
titles, which likely reduces land values because redevelopment requires agreement from all owners. Cross-lease refers
to common ownership of land with occupancy rights leased back to individual titles at a peppercorn rate. It formerly
served as a cheap alternative to subdivision to New Zealand.
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Figure 5: Changes in Land Gradient Differentials from Upzoning

Notes: y-axis is the change in log dwelling price in upzoned areas (MHS, MHU or THA) relative to non-
upzoned areas conditional on site intensity of the property (x-axis). White (1980) standard errors.

the model to the data yields estimates of {x̂j}mj=1 that are very near or else correspond to the

furthermost parcel within each zone. Thus our original restriction on the empirical model appears

to have little to no impact on our findings. As we discuss in the following section, when interpreted

through the lens of the model, this finding also implies that FAR restrictions were generally binding

out to the periphery of the city. In other applications, where the FAR restriction is non-binding

over a large proportion of the extremities of the city, more flexible regression functions can be

applied to model land price gradients.

4.2.1 Alternative Specifications

We also consider different specifications to (9) and estimation methods to refine the accuracy of

our estimates.

First, we consider using Manhattan distance to the CBD instead of Haversine distance. This

approach uses extant road networks to identify the shortest route to the CBD from the land parcel.

Second, we augment the model (9) with a set of individual-parcel control variables, interacting

the control variables with the period fixed effects so that the coefficients on the controls can vary

over time:

pi,t = δ′0Zi +
∑m

j=1
1i∈jβ

′
0,jXi +

∑T

s=−T ,s ̸=0
1s=tδ

′
sZi +

∑T

s=−T ,s ̸=0

∑m

j=1
1s=t,i∈jβ

′
s,jXi +

γ′0Wi +
∑T

s=−T ,s ̸=0
1s=tγ

′
sWi + εi,t, (11)

where Wi denotes the vector of controls. We select controls based on locational factors that may

influence selection of a given parcel for upzoning. Residential areas close to main arterials and

transportation network access points were targeted for upzoning, while many of the inner suburbs

of Auckland were not upzoned and protected under character preservation provisions (Greenaway-
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McGrevy and Jones, 2023). Our set of controls includes dummy variables for parcels that are

within 1km of motorway access points, 1km of public rapid transit stops, and 4km of the CBD.

Each variable is standardized prior to being included in the regression.

Third, we estimate the model with dwelling-level fixed effects to account for time-invariant

confounding factors. This entails replacing the first two terms on the right hand side on (9) with

an individual level fixed effect. Including fixed effects in the regression does not change the point

estimates embedded in βs,j for s ̸= 0, because these parameters capture time-differences and the

fixed effects are time invariant. However, the fixed effects tighten the standard errors considerably.

Finally, to account for potential measurement error in site intensity, we estimate (9) using the

FAR of the dwelling as an instrument. This should be correlated with site intensity.

Table 1 reports the estimated uplift in land price gradients for the different zones (i.e.
{
β̂
(1)
1,j

}m

j=1
)

under various model specifications. These include different measures of distance (Haversine and

Manhattan), specifications with and without controls, and OLS and IV estimation. In our analysis

to follow, we will present results for all eight estimates presented in Table 1.

Among these approaches, our preferred approach is IV estimation with controls, fixed effects,

and using Manhattan distance. IV accounts for measurement error in site intensity, which would

generate attenuation bias, leading us to underestimate land price gradient differentials. Including

controls accounts for endogenous upzoning selection. Manhattan distance accounts for travel via

extant road networks, which, as discussed earlier, is important for a topography such as Auckland’s,

with its numerous water bodies. Including fixed effects tightens the standard errors, enhancing the

precision of point estimates.

Results based on our preferred specification appear in column (H). This shows that upzoning

increased log land prices by 0.404 in areas upzoned to THA compared to non-upzoned, 0.297 in

MHU, and 0.199 in MHS. These are somewhat higher than the estimates based on OLS (in column

(F)), which is consistent with measurement error causing attenuation bias in the OLS estimator. We

also note that the estimates based on Haversine distance are somewhat larger, which is consistent

Table 1: Relative Increase in Land Price Gradients

Zone (A) (B) (C ) (D) (E ) (F) (G) (H)

MHS 0.207 0.195 0.223 0.226 0.190 0.176 0.197 0.199
MHU 0.267 0.252 0.326 0.329 0.249 0.231 0.297 0.297
THA 0.370 0.351 0.450 0.445 0.349 0.327 0.410 0.404

Notes: Tabulated entries are log land price changes in upzoned areas (upzoned to MHS, MHU or THA)
relative to non-upzoned areas. (A) denotes OLS estimates from (9) using Haversine distance to the CBD;
(B) denotes Haversine distance with controls included in the regression; (C) denotes Haversine distance
from IV estimation of (9); (D) denotes Haversine distance with controls included in the regression and IV
estimation. (E)–(H) repeat (A)–(D) but use the Manhattan measure of distance.
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with Manhattan distance exceeding Haversine distance.15

We also depict the change in price gradient under our preferred empirical specification in Figure

6. Analogous changes in price gradients for other specifications can be found in the Appendix.

5 Assessing the Impacts of Upzoning in Auckland

In this section we interpret the relative changes in land prices from upzoning through the lens

of theoretical model to assess the effects of the zoning reform. Following Bertaud and Brueckner

(2005), the impacts of rezoning are assessed by comparing two static equilibria: one with the old

LURs and one with the new LURs. Bertaud and Brueckner (2005) consider a hypothetical policy

in which height restrictions in Bangalore are relaxed. We consider a real-world policy.

We model upzoning as a policy that shifts the spatial equilibrium attained under a set of restric-

tive LURs towards another spatial equilibrium attained under a less restrictive set of LURs. By

comparing static equilibria under the two different sets of restrictions we can anticipate the effects

of upzoning on urban development patterns and the housing market. Although this comparison

abstracts from the process of redevelopment, which can reasonably be expected to play out over

several decades, it nonetheless provides a framework for understanding how upzoning affects out-

comes such as land and house prices and urban development more broadly if it can be reasonably

expected that the city transitions from one static equilibria towards the other after the policy.

We proceed in two steps. First, we calculate the increase in floorspace supply from the reform.

This is achieved by combining estimates of the relative increase in upzoned land price gradients with

geographical information on the amount of residential land assigned to each zone and the FARs of

extant dwellings. Second, we back out the implied change in equilibrium prices in response to an

increase in dwelling floorspace supply. To do so, we use a set of plausible estimates of housing price

elasticities of demand, taken from the extant literature. We discuss each step in turn.

5.1 Changes in floorspace supply

Viewed through the lens of the theoretical model, the changes in the relative land price gradients

estimated in the previous section tell us about anticipated increases in supplied floorspace. To see

why this is the case, recall that under (2) we have

hj (x)

h0 (x)
=

dRj(x)
dx

dR0(x)
dx

This condition also holds under different regulatory regimes, which can change over time. Intro-

ducing the time period index t to the variables in the equation above, such that ht,j (x) denotes

15Manhattan distance can be thought of as an approximate enlarging dilation of Haversine distance, with a scaling
factor that varies by location.
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Figure 6: Changes in Land Gradient Differentials from Upzoning, Instrumental Variables Estima-
tion

Notes: y-axis is the change in log dwelling price in upzoned areas (MHS, MHU or THA) relative to non-
upzoned areas conditional on site intensity of the property (x-axis). Fitted values obtained from IV estimation
of (9). White (1980) standard errors. IV estimation with controls. Haversine Distance.

the FAR in zone j in period t, and taking logs, it follows from (10) that

E [ln (ht,j (x))− ln (h0,j (x))− [ln (ht,0 (x))− ln (h0,0 (x))]] = β
(1)
t,j (12)

The estimates
{
β̂
(1)
1,j

}3

j=1
therefore provide us with estimates of the increase in FARs in the three

upzoned areas (MHS, MHU and THA) relative to non-upzoned areas. At distances x where the

FAR restriction in non-upzoned areas is binding under both regimes, such that h0,j (x) = h0,0 (x),
16

β
(1)
t,j measures the increase in log FAR in upzoned areas j = 1, 2, .... Then, given an estimate of

h0,j (x), we can obtain the absolute increase in FAR in zone j as

(
eβ̂

(1)
1,j − 1

)
h0,j (x).

We can combine the implied increase in floorspace with (i) the proportion of land assigned to

each zone, and (ii) the existing floorspace in each zone, to calculate an overall estimate of floorspace

increase. We calculate the log change in floorspace as follows:

ln

(∑mz
j=1 e

β̂
(1)
j,1 ajhj∑mz

j=1 ajhj

)
(13)

where aj denotes the amount of land in zone j and hj denotes the current (pre-upzoning) FAR that

developers build to in zone j. eβ̂
(1)
j,1 is the multiplicative increase in FARs in zone j as estimated

from our DID analysis. (Note that for non-upzoned areas, β̂
(1)
j,1 = 0.)

For the purposes of calculation increases in floorspace capacity, we combine non-upzoned parts

of THA, MHS and MHU with SH. This is a very small amount of land; as stated above, Greenaway-

16Recall from section 4.2 that we find no difference in land price gradients even out to the periphery of the city,
indicating that FAR restrictions are binding even at values of x that are sufficiently large to encompass all THA,
MHU, MHS and SH zoned parcels.
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McGrevy and Jones (2023) show that about 98% of land zoned as either THA, MHU or MHS was

upzoned.17 We also expand the set of zones to include two additional groups: Semi-Rural and Rural.

Semi-rural is composed of Large Lot and Rural and Coastal Settlement, which are peri-urban zones

at suburban fringes of the city. Their LURs are also tabulated in Table 6 in the Appendix, and

demonstrate that they are very low density zones. We also include rural zones because commuters

can live in dwellings on rural land, albeit in dwellings with significantly lower capital intensities

than those built in residential areas, due to highly restrictive LURs. Allowing residents to commute

in from rural zones is important because urban growth boundaries have been found to constrain

urban growth in Auckland (Grimes and Liang, 2009). Excluding these zones from the analysis

would significantly bias the increase in floorspace capacity upwards.18

The increase in floorspace supply depends on the geographic delineation of the city. In the

AMM model, city size is an endogenous outcome, delimited by the marginal commuter that is

indifferent between commuting towards the CBD and working in the rural economy. Commuting

zones are therefore more analogous to cities than administrative boundaries.

The administrative region of Auckland does not comprise a single commuting zone according

to Statistics New Zealand.19 While there is a large commuting zone centered on the CBD and

central isthmus, much of the rural areas are not part of any commuting zone, and there is a second,

smaller commuting zone around the township of Warkworth, approximately 50 km North of the

CBD as the crow flies. Thus, in calculating the increase in floorspace supply, we aggregate over all

of the commuting zone of central Auckland. This excludes the Barrier and Gulf Islands from the

analysis, as well as several rural SAs and the SAs associated with the Warkworth commuting zone.

However, we will also present results for smaller city sizes based on both Haversine and Manhattan

distances to the CBD. A city radius of 50km in Haversine distance is sufficient to capture all of the

Auckland commuting zone. A radius of 75km is required for Manhattan distance.

We straightforwardly calculate land areas {aj}mj=1 using GIS information on zones. Table 2

exhibits the proportion of residential land assigned to each zone, as well as the total residential

land area, for different city sizes, using both Haversine and Manhattan distances to the CBD. We

use 2018 SAs as the geographic unit of analysis and the centroid of the SA is used to generate

measures of distance to the CBD.

We use data on parcel-level FARs for recent builds to estimate {hj}mj=1. We use recent builds

because these are more likely to reflect the FARs that developers build to under the market and reg-

ulatory conditions prior to upzoning. The Appendix details the methodology adopted for assigning

FARs to each dwelling in the RV dataset. We use the 2017 RVs to calculate the FARs. Although

the valuation occurred in July 2017, which is nine months after the AUP became operational, we

17Greenaway-McGrevy and Jones (2023) also show that approximately 18% of land zoned SH was re-zoned from
rural, peri-urban or business zones under the AUP (see Table 1). Interestingly we find that rezoning did impact land
gradients when we extend the empirical model to include an ’upzoned to SH’ category: Point estimates are small
in magnitude and statistically indistinguishable from zero. Through the lens of the model, rezoning to SH therefore
generated negligible changes in floorspace capacity.

18We include the Unitary Plan “Future Urban” zone in “Rural”.
19Statistics New Zealand defines Functional Urban Areas (FUAs) on the basis of commuting patterns. We use the

2018 Auckland FUA.
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Table 2: Residential Land Area and Proportion of Zones for Different City Sizes

Haversine Distance

City Size Proportion of residential land in each zone

SH and

(km radius) Land Area THA MHU MHS Non-upzoned Semi-Rural Rural

10 101.0 0.108 0.229 0.466 0.195 0.001 -

20 420.8 0.053 0.147 0.258 0.108 0.076 0.357

30 970.4 0.025 0.073 0.138 0.070 0.063 0.631

40 1717.6 0.014 0.043 0.082 0.046 0.038 0.777

50 2355.9 0.010 0.032 0.062 0.034 0.029 0.832

Manhattan Distance

City Size Proportion of residential land in each zone

SH and

(km radius) Land Area THA MHU MHS Non-upzoned Semi-Rural Rural

15 117.7 0.123 0.261 0.442 0.171 0.003 -

30 534.4 0.043 0.123 0.230 0.091 0.075 0.437

45 1310.7 0.018 0.057 0.106 0.057 0.047 0.715

60 2097.3 0.012 0.036 0.069 0.039 0.032 0.814

75 2355.9 0.010 0.032 0.062 0.034 0.029 0.832

Notes: Radius is Haversine or Manhattan distance from the CBD to the city edge. For a given radius,
the tabulated data are calculated based on the set of statistical areas (SAs) that have a centroid within the
specified radius of the CBD. For example, for the 10km Haversine city radius, only SAs with centroids within
10km of the CBD are included in the calculations. Only residential and rural land areas are tabulated.

27



anticipate that only a handful of buildings would have been completed under the new LURs. We

also constrain the calculations of FARs to recently built dwellings, which are more likely to reflect

the LURs in place prior to the policy change. Because the RV dataset only contains the decade of

build, not the year, we constrain our time frame to the 2000s and to the 2010s.

Table 3 reports the median FARs in each zone for different city radii. We use median FARs as

arithmetic means are larger than medians, indicating that the distribution is positively skewed and

possibly affected by large outliers.

Several patterns deserve comment. First, FARs are somewhat higher in upzoned areas (THA,

MHU, MHS) compared to SH.20 This observation is, however, inconsequential to our empirical

strategy, which only requires that there is no change to FARs in the control group from the policy.

Second, FARs tend to decrease between 10 and 20km, thereafter there is less variation. This is

consistent with greater demand (and supply) for floorspace and dwellings close to the city center.

In unreported results, using all buildings to compute the FAR resulted in similar median FARs

across the THA, MHU, MHS and SH zones.

Table 4 exhibits the increase in floorspace capacity using eq. (13) for various city sizes.

Columns (A) through (D) correspond to capacity increases under the Haversine measure of

distance. Column (A) uses the changes in land price gradients obtained from OLS estimation

of the DID model (given in column (A) of Table 1). (B) denotes OLS estimation of the DID

model augmented with controls. Columns (C) and (D) denote IV estimation of the DID model

and the DID model with controls. Columns (E)–(H) repeat the specifications for (A)–(D) but use

Manhattan distance instead of Haversine distance.

Column (H) is our preferred estimate based on Haversine Distance and IV estimation of the

DID model augmented with controls. It shows that the projected increases in floorspace capacity

decreases as the radius of the city expands. For example, for a city radius of 30km, the increase

in floorspace is 22.9%. By 75km, which includes all of the Auckland commuting zone, the increase

is 18.0%. This pattern is due to the decrease in the proportion of upzoned residential land as the

city radius expands (see Table 2 above). This is our preferred estimate of the aggregate increase in

capacity from upzoning.

5.2 Changes in housing costs

We translate the implied increase in housing supply into a reduction in dwelling prices using plau-

sible estimates of the own-price elasticity of housing demand, which we source from the existing

literature. This approach assumes that future housing demand only depends on price changes,

which is concordant with the closed city assumption of fixed population.

Most estimates lie between a range of -0.5 to -0.8, indicating housing demand is price-inelastic.

Polinsky and Ellwood (1979) produce an estimate of -0.7 and Hanushek and Quigley (1979) produce

experimental estimates of -0.64 for Pittsburgh and -0.45 for Phoenix. Albouy et al. (2016) conclude

that the price elasticity is close to two-thirds (in magnitude), though they find estimates of anywhere

20Interestingly this pattern is not evident when we do not limit the sample to new dwellings.
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Table 3: Median FARs in different Residential Zones prior to Upzoning

Haversine Distance

City Size SH and Semi-

(km radius) THA MHU MHS Non-upzoned Rural Rural

10 0.607 0.499 0.478 0.459 0.238 -
20 0.583 0.403 0.420 0.427 0.122 0.020

30 0.583 0.398 0.401 0.382 0.109 0.022

40 0.583 0.415 0.394 0.375 0.111 0.019

50 0.583 0.415 0.386 0.370 0.101 0.018

Manhattan Distance

City Size SH and Semi-

(km radius) THA MHU MHS Non-upzoned Rural Rural

15 0.565 0.480 0.475 0.448 0.298 -
30 0.582 0.401 0.401 0.417 0.120 0.022

45 0.581 0.415 0.396 0.383 0.109 0.019

60 0.583 0.415 0.390 0.371 0.108 0.016

75 0.583 0.415 0.386 0.370 0.101 0.016

Notes: FARs are floor to land area ratios and are calculated for dwellings completed between 2000 and July
2017. Radius is distance from the CBD to the city edge. For a given radius, the tabulated data are the
median FARs of dwellings that have a geocoordinate within the specified radius. For example, the median
FAR among dwellings in the THA zone and within 40km of the CBD is 0.583 when the Haversine measure
of distance is used.

Table 4: Percent Increase in Floorspace for Different City Sizes

Haversine Distance Manhattan Distance
City Size City Size

(km radius) (A) (B) (C) (D) (km radius) (E) (F ) (G) (H)

10 23.47 21.99 27.81 27.98 15 22.46 20.68 25.76 25.77

20 21.82 20.45 25.88 26.04 30 19.57 18.01 22.33 22.36

30 19.43 18.21 22.99 23.15 45 17.06 15.70 19.46 19.49

40 17.83 16.71 21.11 21.26 60 15.87 14.60 18.10 18.13

50 17.01 15.93 20.12 20.26 75 15.62 14.37 17.81 17.84

Notes: Tabulated figures are percent increases floorspace. Radius is distance from the CBD to the city
edge. (A) denotes the capacity estimate using the DID model without controls; (B) denotes the capacity
estimate using the DID model with controls; (C) denotes the capacity estimate using IV estimation of the
DID model; (D) denotes the capacity estimate using IV estimation the DID model with controls. Columns
(A)–(D) use Haversine distance. Columns (E)–(H) repeat the specifications of (A)–(D) but use Manhattan
distance instead of Haversine distance. Median FARs are used to calculate the increase in floorspace.
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between -0.83 and -0.49 depending on the model specification. Unfortunately we were unable to

source peer-reviewed price elasticity estimates for New Zealand from the extant literature.

We consider price elasticities of -0.5, -0.65 and -0.8. The upper and lower bounds reflect the

range of estimates obtained by Albouy et al. (2016), while -0.65 lies in the middle of the upper and

lower bound and also approximates their preferred estimate of two-thirds. Combining the price

elasticities of demand with the estimated percent increases in floorspace capacity yield an estimate

of the implied percent changes in dwelling prices.21 The larger the elasticity (in magnitude), the

smaller the implied change in house prices. We use the implied increases in floorspace capacity

given in columns (C), (D) (G) or (H) from Table 4, which correspond to IV estimates.

Table 5 exhibits the results. Panel (A) presents results for OLS estimation of the DID model

without controls and uses Haversine distance. Panel (B) is based on OLS estimation of the DID

model with controls and uses Haversine distance. Panels (C) and (D) replicate panels (A) and (B)

but are based on IV estimation. (E) through (H) replicate (A) through (D) but with Manhattan

measure of distance.

Our preferred estimate is given in panel (H) as it corresponds to IV estimation of the DID model

with controls and Manhattan distance. At the city radius of 75km (Manhattan distance), which

encapsulates the commuting regions of Auckland, this model implies a 28.7% reduction in house

prices using the middle estimate of the demand elasticity parameter (i.e.,−0.65). The upper bound

estimate corresponds to a 38.9% reduction in house prices, while the lower bound corresponds to a

22.8% reduction in house prices.

Price decreases generally get larger as the radius of the city gets smaller. This reflect the fact

that proportionately more land area is upzoned as the radius contracts towards the CBD. For

example, if the radius of Auckland is thought to have a radius of 30km (Manhattan distance), our

preferred model specification implies a decrease in house prices of 37.4%. However, it is important

to note that this conclusion supposes that the size of Auckland is much smaller,and that housing

located further from 30km is not considered to be part of Auckland city.22 We focus the impact of

the policy on house prices when the entirety of the Auckland commuting zone is included in the

analysis, and therefore use 75km as our cutoff (or 50km Haversine distance). As the table shows,

this results in a more conservative estimate of the price impacts of the policy.

6 Conclusion

This paper sets out a framework for examining the long run impacts of upzoning on urban develop-

ment. Our approach develops the AMM model to allow for variation in LURs between residential

zones, mimicking urban planning in practice. We show how relative changes in land price gra-

dients between different zones after zoning reforms can be used to infer changes in equilibrium

21Letting g denote the percent increase in housing stock, the implied percent decrease in dwelling prices is(
eln(1+g/100)/β̂ − 1

)
× 100

22Note that the Table should not be understood as implying that dwelling price reductions are generally larger
towards the center of the city. In fact, under the AMM model with Cobb Douglas utility, the reduction in house
prices is proportionately that same for all x ≤ x̄. The Table shows price decreases for different values of x̄.
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Table 5: Decrease in Dwelling Prices for Different City Sizes

Haversine Distance

City Size (A) (B) (C ) (D)

(km price elasticity = price elasticity = price elasticity = price elasticity =

radius) -0.8 -0.65 -0.5 -0.8 -0.65 -0.5 -0.8 -0.65 -0.5 -0.8 -0.65 -0.5

20 28.0 35.5 48.4 26.2 33.1 45.1 33.3 42.5 58.5 33.5 42.8 58.9

30 24.9 31.4 42.6 23.3 29.3 39.7 29.5 37.5 51.3 29.7 37.8 51.7

40 22.8 28.7 38.8 21.3 26.8 36.2 27.1 34.3 46.7 27.2 34.5 47.0

50 21.7 27.3 36.9 20.3 25.5 34.4 25.8 32.6 44.3 25.9 32.8 44.6

Manhattan Distance

City Size (E) (F) (G ) (H)

(km price elasticity = price elasticity = price elasticity = price elasticity =

radius) -0.8 -0.65 -0.5 -0.8 -0.65 -0.5 -0.8 -0.65 -0.5 -0.8 -0.65 -0.5

30 25.0 31.7 43.0 23.0 29.0 39.3 28.7 36.4 49.7 28.7 36.4 49.7

45 21.8 27.4 37.0 20.0 25.1 33.9 24.9 31.5 42.7 24.9 31.5 42.8

60 20.2 25.4 34.3 18.6 23.3 31.3 23.1 29.2 39.5 23.2 29.2 39.5

75 19.9 25.0 33.7 18.3 23.0 30.8 22.7 28.7 38.8 22.8 28.7 38.9

Notes: Table entries are percent decreases in dwelling prices on a per unit of flooring basis. Radius is distance
from the CBD to the city edge. Panels (A) and (B) are OLS estimation of increased floorspace with and
without controls. Panels (C) and (D) are IV estimation of increased floorspace with and without controls.
Panels (E) through (H) are defined as (A) through (D) but are based on Manhattan distance. Price decreases
are generally larger for smaller city sizes because the proportion of upzoned land decreases as the radius of
the city increases.
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development patterns from the policy change, including the increase in optimal floorspace from

redevelopment.

We use the model to evaluate the impact of a recent upzoning reform implemented in Auckland,

New Zealand. The application makes use of detailed information on the geographic location of

different residential zones, the land use regulations that apply with each zone, and information on

the individual dwellings comprising the housing stock prior to upzoning. We use this information

to estimate relative changes in property values, including land prices, in upzoned and non-upzoned

areas using a conventional difference-in-differences framework. Interpreting these results through

the lens of our AMM model, the changes in land price gradients are consistent with a 18% increase

in floorspace capacity. Using plausible estimates of the house price elasticity of demand from

the extant literature, this translates into a reduction in dwelling prices of between 23% and 39%,

relative to the counterfactual of no upzoning, and holding all else constant.
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7 Appendix

7.1 Additional Tables and Figures
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Table 6: Summary of Land Use Regulation by Residential Zone under the Unitary Plan

Terraced Housing Mixed Housing Mixed Housing Single Large Rural & Coastal

Regulation Apartments Urban Suburban House Lot Settlement

Max. height 16m 11 to 12m 8 to 9m 8 to 9m 8 to 9m 8 to 9m

(5 to 7 storeys) (three storeys) (two storeys) (two storeys) (two storeys) (two storeys)

Height in relation 3m up + 45◦ 3m up + 45◦ 2.5m up + 45◦ 2.5m up + 45◦ does not 2.5m up + 45◦

to boundary recession plane recession plane recession plane recession plane apply* recession plane

Setback 0m 1m 1m 1m 6m 1m

(side and rear)

Setback 1.5m 2.5m 3m 3m 10m 5m

(front)

Max. site 50% 45% 40% 35% lesser of 20% lesser of 20%

coverage (%) or 400m2 or 400m2

Max. impervious 70% 60% 60% 60% lesser of 35% lesser of 35%

area (%) or 1400m2 or 1400m2

Min. dwelling 45m2 45m2 45m2 n/a n/a n/a

size (1 bedroom)

Max. dwellings does not apply 3 3 1 1 1

per site

Min. Lot Size 1200m2 300m2 400m2 600m2 2500m2 4000m2

(subdivision)

Notes: Tabulated restrictions are ‘as of right’ and can be exceeded through resource consent notification. Number of

storeys (in parentheses) are obtained from the stated purpose of the height restriction in the regulations. Height in

relation to boundary restrictions apply to side and rear boundaries. Less restrictive height in relation to boundary

rules than those tabulated apply to side and rear boundaries within 20m of site frontage. Maximum dwellings per

site are the number permitted as of right in the Auckland Unitary Plan. Minimum lot sizes do not apply to extant

residential parcels. Planners have discretion in setting height in relation to boundary and setbacks in the large lot

zone. The regulations “[r]require development to be of a height and bulk and have sufficient setbacks and open space

to maintain and be in keeping with the spacious landscape character of the area”. Impervious area is the area under

the dwelling and structures such as concrete driveways that prevent rainwater absorption into the soil.
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Figure 7: Pre-trend effects of upzoning on land price gradients

Notes: Pre-trends conditional on site intensity in period prior to treatment (t = −1). Outcome is change in
log dwelling price between 2014 and 2017. Based on fitted model (9). IV estimation of (9) including control
variables. White (1980) standard errors.

7.2 Alonso-Muth-Mills Model

Our specification follows Bertaud and Brueckner (2005). Households have preferences described by

U (C,H) = C1−αHα, α ∈ (0, 1)

where C is the consumption numeraire (price set to unity) and H is housing floorspace. Their

budget constraint is

C = W − tx− P (x)H

where x denotes the distance of their house to the CBD, t is the per distance cost of commuting,

and P (x) is dwelling rent at distance x. Travel costs t are comprised of a pecuniary cost g and an

opportunity cost of time υ×W for some υ ∈ (0, 1], such that t = g+ υWs−1, where s is the speed

of commute.

Housing floorspace H is produced using capital K and land L as

H (K,L) = AKγL1−γ , γ ∈ (0, 1)

where L is land and K is capital K. Because production is constant returns to scale, we can define

housing per unit of land as

h =
H

L
= A

(
K

L

)γ

= Akγ

where k = K/L is the capital to land ratio. Developer profits per unit of land are then

P (x)h (k)− pKk −R (x)

where R (x) is per unit land rent at x. Developers profit-maximise and earn zero profits. Under
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Figure 8: Changes in Land Gradient Differentials from Upzoning using Haversine Distance

Notes: Robustness Checks. From top panel to bottom panel: OLS with controls; IV estimation; OLS with
fixed effects; IV with controls and fixed effects.

36



Figure 9: Changes in Land Gradient Differentials from Upzoning using Manhattan Distance

Notes: Manhattan Distance. From top panel to bottom panel: OLS; OLS with controls; IV estimation; IV
with controls.
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these assumptions, h, H and k depend on distance to the city center x, and are henceforth denoted

as h (x), H (x) and k (x).

Three equilibrium conditions solve the standard model without restrictions on h (x). First,

utility is equalized at all locations x. Second, land rent at the edge of the city x̄ is equal to

exogenous agricultural rents R̄, R (x̄) = R̄. Finally, the city population N fits into the area of the

city,
´ x̄
0 θh (x) /H (x)xdx = N , where we normalize one worker per dwelling.

In equilibrium, utility, dwelling prices and floorspace depend only on x̄. Equilibrium utility Ū

is given by

Ū = ααγαγAα(1−γ)α(1−γ)(W−tx̄)(1−α)(1−α)

R̄α(1−γ)pαγ
K

Then by solving for the Hicksian demand functions we have

P (x) = (W−tx)
1
α (1−α)

1−α
α α

Ū
1
α

(14)

and

H (x) = Ū
1
α

(W−tx)
1−α
α (1−α)

1−α
α

(15)

h (x) and R (x) can then be solved for in each zone k = 1, . . . ,mz using the zero profit condition

and the restriction on h (x) that applies in each zone.

7.3 Estimating FARs of extant dwellings prior to upzoning

The ratings valuation (RV) dataset contains information on floorspace for each dwelling. To obtain

a land area from each of these dwellings, we first match the RV to land parcels using the process

described below.

Procedure for matching RVs to LINZ parcels. We use the following steps for each RV.

(i) Check whether the title of the RV matches to a LINZ parcel. Stop if there is a match. If not,

proceed to the next step.

(ii) Assign the RV a geocoordinate using its address. Identify the the LINZ parcel of the geo-

coordinate. If the number and first word of the LINZ parcel address matches the address of

the RV, we have identified the LINZ parcel and stop. If the is no match, proceed to the next

step.

(iii) Find all the LINZ parcels within a 2km radius of the geocoordinate of the address. Within

this set, we check whether the number and first word of the LINZ parcel address matches the

address of the RV. If there is match, we stop. If not, we proceed to the next step.

(iv) Do a text field search among all addresses in the LINZ dataset. Within this set, we check

whether the number and first word of the LINZ parcel address matches the address of the

RV, and whether the name of the suburb of the RV address matches that of the LINZ parcel.
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If there is match, we stop. If not, there is no match, and the RV does not have a parcel

assigned to it.

97.3% of all RVs are matched under step 1. A further 2.3% are matched at step 2; 0.2% at step 3;

and 0.09% at step 4

Procedure for apportioning floorspace to parcels. The ratings valuation (RV) dataset con-

tains information on floorspace for each dwelling. Land area is also included for dwellings that have

exclusive land ownership on the title. For these properties it is straightforward to calculate the FAR

of the property. High density dwelling forms and single family homes on cross leases do not have

a reported land area. To obtain a land are from each of these dwellings, we match the dwelling to

land parcels using the following process. For many-to-one matches (i.e., several dwellings assigned

to the same land parcel, as would be expected for apartment buildings), we assign all dwellings the

same FAR, which is calculated as the total floor area of all dwellings assigned to the parcel divide

by the land are of the parcel.
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