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In 2013, Transpower New Zealand commissioned a new high-voltage, direct current link to transfer electrical
power between the North and South Islands of New Zealand. This was a substantial and prolonged under-
taking, requiring approximately 400 in-situ capability tests. Transpower elected to perform these tests “live,”
without suspending the normal operation of the wholesale electricity market. Instead, Transpower’s trading
team attempted to create suitable flow conditions for each test by entering into innovative financial derivative
contracts with power generation firms. We created a stochastic dynamic programming model to handle the
contingent scheduling of the tests; its most important random variable was the state of water storage available
to hydropower plants.
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The high-voltage, direct current (HVDC) line be-
tween the North and South Islands is arguably

the most important single piece of electricity infra-
structure in New Zealand. It is both the largest-
capacity transmission asset in the country and the sole
electrical connection between the two main islands
(Figure 1). Approximately 6 percent of New Zealand’s
electricity consumption is transferred across the
HVDC link each year and, at full capacity, the link can
transfer up to 25 percent of peak demand to either
island. This makes it a crucial asset in ensuring the
security of the supply.

The HVDC link is bidirectional, incorporating AC-
to-DC and DC-to-AC converters at both ends of the
DC transmission line so that power can be transferred
in either direction. In 2007, the conversion equipment
comprised a set of 1960s-era mercury-arc converters
(Pole 1) together with a set of thyristor converters
added in 1991 (Pole 2). For comprehensive references
on high voltage engineering, see Ryan (2001) and

Gill (2009). However, the unexpected and (eventu-
ally) permanent failure of Pole 1 in late 2007 reduced
the transmission capacity of the HVDC by approxi-
mately half.

For the next five years, the New Zealand electric-
ity system operated with this limited capacity, in-
creasing the risk of shortages in the event of low
inflows to hydropower reservoirs. Although no short-
ages ever materialized, market participants experi-
enced frequent constraints on flow across the HVDC,
with consequential price volatility in New Zealand’s
location-based wholesale electricity market. The trans-
mission congestion may have cost consumers as much
as $17 million per month. (References to dollars in this
article refer to New Zealand currency.)

In September 2008, the national grid operator of
New Zealand, Transpower, received regulatory ap-
proval to invest $672 million in HVDC equipment
(Figure 2, Pole 3) to replace Pole 1. Although the
restoration of the link’s full transmission capacity was
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Figure 1: New Zealand’s transmission grid contains high-voltage DC lines
that connect generation sources to load nodes, which are depicted by the
dashed line.
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Figure 2: The DC connection consists of two essentially separate circuits that are connected at the common AC
nodes at each end. During the period 2007–2013, only Pole 2 was operational. This HVDC figure depicts the
connection after the full deployment of Pole 3.

welcome, the design, installation, and commissioning
of such a complex piece of electrical infrastructure
was far from trivial. Siemens was awarded the con-
tract to build Pole 3. As part of the terms of this
contract, Siemens needed to subject the new equip-
ment to over 2,000 tests to prove its capability under
a variety of circumstances. Most of these tests could
be conducted in Siemens’ laboratory in Munich. How-
ever, as with many other large HVDC transmission
lines, the final tuning and demonstration of capability
needed to take place in a live environment, after the
equipment had been installed in the field. For Trans-
power and Siemens, this required approximately 400
tests across the full range of the asset’s capability to
be completed in 2013.

Although not unique, this commissioning challenge
was arguably one of the most complex in the world.
Further adding to its complexity was Transpower’s
choice to create the right flow conditions for each
test by using opportunistic scheduling and market
instruments, rather than regulatory power—the first
time in the world that a national grid operator used
this approach. This created a stochastic scheduling
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problem: minimize the cost and disruption of the test-
ing program by taking advantage of normal power
flows as determined by the wholesale power market.

The implications of this choice should not be under-
estimated. New Zealand operates a lightly regulated
wholesale market for power, with generators making
largely unfettered offers of capability on a half-hourly
basis. For comprehensive background on electric-
ity market operations, including nodal pricing, see
Schweppe et al. (1987), Chao and Huntington (1998),
and Alvey et al. (1998). The supply side of the mar-
ket is dominated by hydropower, which accounts for
(on average) 55 percent of all generation. Hydro-
logical conditions (e.g., stream flows and the lev-
els of reservoirs) are thus a primary determinant
of power flow on any given day. These conditions,
although relatively transparent to the market, are
highly unpredictable over the time horizon (a few
months) required for the testing program. Generators’
offers to the market are also driven by fuel cost and
availability, portfolio positions including sales com-
mitments, and expectations of wholesale prices, all
of which are relatively opaque. Predicting the offers
of the market participants (and hence the expected
flow on the HVDC) for any given time period was
an enormous challenge, even 24 hours in advance.
The market itself offered little help: although tentative
offers are provided to the market operator seven days
in advance, reliable indications of generation inten-
tions do not emerge until a few hours prior to real
time. Gate closure (after which generators are unable
to amend offers) occurs two hours prior to real time;
however, even after that, variation in demand and
wind-power generation can materially influence the
final outcome. The uncertainty in HVDC flows, even
after gate closure, would often exceed the allowable
range of HVDC flows for some tests.

Moreover, as we outline below, the commission-
ing tests often required the HVDC to be constrained,
resulting in price differences across it. Helping market
participants manage the resulting price risk was also
a key objective. (A financial-transmission rights mar-
ket, which might have helped to hedge these risks,
did not exist in New Zealand in 2013.)

Transpower needed to take an approach to the test-
ing program, which combined a dynamic and con-
tingent schedule of tests, based on uncertain system

conditions, with trading mechanisms (i.e., deriva-
tive contracts with market participants) to adjust the
HVDC flow in situations in which the market clear-
ing process did not naturally provide the right flows.
These contracts were devised to provide incentives
to generators to adjust their desired output to levels
that created the correct flow conditions required for
each test. The expected cost of contracting to manufac-
ture the right conditions had to be traded off against
the costs of delaying the test until system conditions
were more favorable. Because of the highly sequential
nature of the testing program, delaying a test had a
ripple effect on other remaining tests.

The Tests
Most transmission lines consist only of poles or tow-
ers, conductors, and insulators. Embedding a direct-
current line within an alternating-current system re-
quires a substantial additional investment in power
electronics equipment and control systems at each
end. The need to replace this equipment led to a com-
missioning process whose complexity far exceeded
the complexity for an ordinary transmission line. Ap-
proximately 400 tests were required in the live envi-
ronment, primarily to ensure that the new asset could
handle the behavior of the New Zealand power sys-
tem, and did not cause any undue instability.

The test requirements ranged from the relatively
simple, such as providing flows on the HVDC that
remained between upper and lower bounds for a
specified period, to far more complex specifications,
requiring very precise flow levels, and (or) ramping
up and down power flows at specified rates. Most
(70 percent) of the tests were an hour or less in length;
however, a modest number exceeded six hours, and
the longest was 26 hours.

Consistent with a normal approach to commission-
ing a complex asset, the testing program required
groups of tests, pertaining to different aspects of the
HVDC’s capability, to be performed repeatedly at
gradually increasing power transfer levels. The over-
all program had two major stages: the commission-
ing of the new Pole 3 equipment (approximately 200
tests), and then the commissioning of the new control
system to ensure that Pole 3 was properly integrated
with the existing Pole 2.
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The Approach
Transpower’s approach to the commissioning chal-
lenge incorporated three elements:

• An optimization of the sequence of tests, which
created an ideal plan that dynamically responded to
emerging hydrology. The primary purpose of this
optimization was to develop a suggested plan and be
able to simulate different testing scenarios.

• A set of analytical tools and visualizations that
allowed a trading team to produce probabilistic sce-
narios on expected generation and demand, and on
the prospect of transmission constraints elsewhere on
the grid and (crucially) expected natural HVDC flows
should the market be left to its own devices.

• A set of financial contracts, acceptable to the gen-
eration community that provided the correct incen-
tives to generators to adjust their production plans
with sufficient confidence that the test could be sched-
uled and completed. This included fine-tuning con-
tracts with those few participants permitted to vary
their power levels in real time: wind generators and
demand.

Optimal Test Scheduling
Few projects have tackled the challenge of project
scheduling in an uncertain environment; for an excel-
lent survey, see Verderame et al. (2010). In principle,
however, several standard approaches are applica-
ble to constructing an optimal schedule under un-
certainty. These include stochastic programming, dy-
namic programming, and Markov decision processes.
For a comprehensive treatment of these topics, we
refer the reader to Birge and Louveaux (2011) and
White (1993).

For initial planning purposes, the HVDC test-
scheduling team developed a scheduling optimization
model, which it named Moshe. It was clear from the
start that Moshe needed to be responsive to hydrolog-
ical conditions (e.g., inflows and hydro energy storage
in reservoirs), because these are the most important
drivers of normal power flows. However, the hydro-
logical conditions were unforeseeable in advance, and
could change significantly during the testing pro-
gram. Any single, inflexible test schedule, no matter
how well optimized for expected conditions, would
potentially impose HVDC flows very different from
those that would otherwise occur. This would have
been unacceptable to industry participants.

The team thus decided that Moshe would be a
stochastic dynamic program (SDP), with its stochas-
tic element comprising a climatic and hydrological
model. We provide a discussion of SDP models and
terminology in the appendix. Moshe’s output con-
sisted of state-dependent policies, rather than a sin-
gle schedule. Stochastic dynamic programs have a
long history of application, including hydro-thermal
scheduling in electricity systems; examples include
Terry et al. (1986), Pereira and Pinto (1991), and
Johnson et al. (1998). These models have also been
applied in the areas of telecommunications and min-
ing. For an example in telecommunications, we refer
the reader to Lesaint et al. (2000), and for an exam-
ple in mining to Newman et al. (2010). Perhaps the
closest SDP model to ours is maintenance scheduling
for bridge networks as explored in Frangopol and Liu
(2007). However, none of these applications involves
an intricate live electricity market.

This design concept suggested an intuitive way
to present the results: for any assumed hydrological
sequence (e.g., from a recent historical year), the test
schedule could be determined and displayed (Fig-
ure 3). Naturally, it had to be emphasized that this full
schedule would not be visible from the start to any-
one implementing it; rather, it would be determined
dynamically as the hydrological events played out.

As a simplified example, suppose that we have only
to perform the three tests shown in Table 1. The prece-
dence structure is such that the third test (26.001)
must be performed last. The costs of performing the
tests are known with certainty only for tests begun
in the next five hours; after that, a random hydrol-
ogy change (to a low or high hydrology state, with a
50 percent probability for each) will determine costs,
as Table 2 shows. All three tests must be completed
within eight hours, and an additional terminal cost
depends on the finish time, as Table 3 shows.

At each point in time, the subset of the tests com-
pleted so far may be 8 9, 81200019, 86500049, 86500041
1200019, or 8650004112000112600019. In addition, from
Time 6 onward, there are two possible hydrology
states. This gives the dynamic program the state space
depicted in Figure 4.

In each system state, the possible actions are to do
nothing for one time step, or to begin one of the tests
not yet performed.
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Figure 3: Moshe produced the indicative test schedules for February 5 to
February 8, 2013. In the diagram, the vertical axis denotes the day, and
the horizontal axis denotes the time (half-hourly) within the day. The text
at the left in each box shows the optimal test schedule if the hydrology
is as in the summer of 2007–2008; the text at the right within each box
shows the prospective schedule under hydrology matching 2010–2011.
For example: Test 64.350 (top center) is best scheduled during the morn-
ing peak period if the hydrology is as in the summer of 2007–2008; it is
best scheduled in the shoulder period if the hydrology matches the 2010–
2011 scenario.

The solution to the problem proceeds by the stan-
dard stochastic dynamic programming technique (see
the appendix). Note that there is no single optimal test
plan: the optimal path is contingent on the hydrology

state from Time 6 onward. In presenting this solution,
it would be possible to present a single schedule only
for the first two tests; the exact timing of the third test
is not determined at the outset.

The Moshe SDP has one further complication not
present in the above example. Tests must be assem-
bled into work shifts of at most 12 hours, with a mini-
mum 11-hour break between shifts. This consideration
adds a dimension to the system-state space, meaning
that the possible system states s are 4-tuples:

s = 4t1 P1h1w51

where
t is the time, in half-hourly time steps;
P is the program-completion state (i.e., the subset of

the tests already completed);
h is the hydrological state;
w is the work-shift state: the number of half-hours of

work done so far in the current shift.
The actions available in any given state could

include performing a test, ending the current work
shift, or simply idling for a half-hour. The durations of
the tests varied from a single half-hour up to 26 hours
(with very long tests being exempt from the work
shift rules).

States in which all the tests have been completed
are terminal. The value assigned to such a state
depends only on the time of program completion;
sooner is better (i.e., a lower value) than later. Also
terminal are those states in which the total available
time—typically around six months—has run out with
the test program still not completed; such states are
assigned the value �.

A typical instance of Moshe involved approxi-
mately 170 tests, each with an associated duration,
time window, and other timing constraints. Vari-
ous precedence requirements constrained the order in
which the tests could be performed; these were com-
putationally helpful, because they reduced the size of
the problem’s state space. A further reduction arose
from noting a few small groups of tests with identi-
cal scheduling requirements: the tests within such a
group could be performed (not necessarily consecu-
tively) in an arbitrary order. The eventual size of the
program-completion space, from “nothing done yet”
to “all done” and every possibility in between, typi-
cally ran to about 600 states.
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Duration Flow range
Test Description (hours) (Megawatts) Ramp Prerequisites

65.004 Simulated filter protection trip, 100 MW 3 80 to 120 No 66.001, 66.003, 66.005
12.001 Reversal of power flow direction, Pole 3, 70 MW 2 −98 to 98 Yes 07.005, 11.006, 14.003
26.001 Reduced voltage Pole 3, 300 MW 1 249 to 300 No 65.004, 12.001

Table 1: The first of the three typical tests shown simply requires northward power flow of between 80 and 120
megawatts to be maintained throughout the test. The second is a more complex test requiring the flow to vary
(“ramp”), including reversals of direction. The third must be done after the other two have completed.

We derived Moshe’s objective function (the “costs”
incurred when tests are performed) from a table
giving the expected change in HVDC flow needed
to achieve a given flow at a given date, time, and
hydrological state; this table was a distillation of a
database that records flow patterns on the power
grid over the five years since the failure of Pole 1.
For tests requiring varying HVDC flows (i.e., ramp-
ing), we assumed a cost equal to the greater of the
flow changes required to achieve the initial and final
flows of the ramp; this rather pessimistic assumption
reflects the difficulty of such tests. It soon became
apparent that some tests were best done at night;
others could be performed most easily under peak
load conditions in the morning or evening. For many
others, the ideal time of day depended strongly on
the hydrology state.

Cost to perform

Start time Hydrology state 65.004 12.001 26.001

0 3 4
1 4 3
2 5 4
3 5 3
4 5 2
5 3 3
6 Low 1
6 High 2
7 Low 0
7 High 2

Table 2: The costs to perform the tests are contingent from Time 6 onward.

Finish time Terminal cost

6 0
7 2
8 3

Table 3: The terminal cost structure rewards early finishes.

We eventually adopted a very simple hydrological
model: a six-state Markov chain, with three energy
storage states (low, medium, and high) and two
inflow states (low and high). This model used weekly
time steps, with state changes occurring notionally
between Friday and Saturday—a circumstance that
led occasionally to some curious optimal solutions,
because Moshe scheduled tests late on Friday nights,
or early Saturday mornings, to avoid or exploit the
impending hydrology update.

The combination of approximately 600 program-
completion states, 24 shift-completion states, and six
hydrology states produced a total state space size
of approximately 80,000, for each of the half-hourly
time steps over several months. The resulting problem
could be solved on a standard laptop computer within
about 20 minutes.

0 1 2 3 4 5 6 7 8

Time (hours)

T
es

ts
 c

om
pl

et
ed

{ }

{12.001}

{65.004}

{65.004,
12.001}

All Optimal path
do 65.004
do 12.001
do 26.001
Idle

Figure 4: We seek a least-expected-cost path to one of the terminal states
on the top row of the diagram. Each arrow has an attached cost, which
represents the cost of performing the associated test. Each terminal state
also has a cost, representing the cost of completing the test program at
that time. There is a 50 percent chance that the costs will all change at
Time 6, making each test-completion state from then on into a pair of
problem states. The optimal path branches at Time 6: decisions from then
on are contingent on costs observed at that time.
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While immensely useful for planning, Transpower
did not use Moshe in the operational environment of
testing. The rapidity with which the testing and sys-
tem environment changed, often on an hourly basis,
did not permit the frequent rerunning and interro-
gation of a complex mathematical model. Moshe’s
primary value was as a tool of communication (inter-
nally and with the industry), and for testing various
timings of testing, especially as delays were experi-
enced in the physical works. Moshe was run on a
weekly basis to give an indication of the sequence of
tests for each week. Financial contracts, as we describe
in the next subsection, would then be procured to
obtain proper flow conditions for a test schedule close
to what Moshe suggested.

Financial Contracting
To adjust HVDC power flows in the desired direc-
tion, the project team used purpose-designed financial
instruments. Most often, the counterparties to these
contracts were the power generation firms. Several
principles governed the nature of the contracts:

• The form of contract had to align with the Inter-
national Swaps and Derivatives Association (ISDA)
arrangement, to minimize the extent of negotiation of
the terms and conditions. Generally speaking, all mar-
ket participants were familiar with the ISDA arrange-
ment, which immeasurably sped up the contracting
process.

• The contracting options available needed to pro-
vide flexibility in terms of the trade-off between cer-
tainty of outcome and cost.

• The contracting options needed to cover a range
of different “products” that needed to be secured.

The team developed two forms of primary energy
products. The first was a traditional swap or contract
for difference (CfD), where a contract quantity and
price was negotiated for the period concerned. Such
instruments do not guarantee any particular physi-
cal outcome from a generator, but rather provide a
financial incentive for generators to vary their out-
put. However, the exact degree of variation depended
on their fuel cost structure (including water value),
other financial commitments, and anticipated influ-
ence over the wholesale price. Few of these factors
were visible to the trading team; hence, these pure
financial CfDs could, at best, be relied on for achiev-
ing a degree of shift in the generator’s position. They

could not be relied on for precision, but were useful
for tests where a relatively wide range of HVDC flows
was acceptable.

For example, test 26.001 in Table 1 required flow
in the range 249–300 MW for one hour; however,
if Moshe performed this test in mid-March under
medium lake-storage levels, the unmodified HVDC
flows would typically be higher than the following:
circa 500–700 MW during the day and 350–500 MW
at night. Therefore, Moshe would likely schedule the
test at night. Once it became apparent that the test
would probably occur in a particular one-hour night-
time period, the team would, for example, be able to
negotiate a CfD for 100 MW, for that hour only, with a
North Island (i.e., downstream) generation firm. The
firm could then be expected to generate 100 MW more
than it otherwise would to cover its contracted posi-
tion, reducing the HVDC flow by 100 MW. Additional
contracts could be added to refine the position as the
time for the test approached.

For tests requiring more precise control, such as
12.001 in Table 1, we developed a more precise form
of contract, termed a physical CfD. These contracts
mimicked the payoff of a pure CfD, except that the
payoff was conditional on the generator meeting a
physical requirement; this requirement usually per-
tained to providing greater than, or less than, a spe-
cific output from a specified set of power stations.
Physical CfDs have been used in other commodity
markets; however, to the best of the authors’ knowl-
edge, their use in this project was a first in the context
of the electricity market.

The contract had a two-part pricing structure. If
the generator met the physical requirement, the con-
tract was settled according to a price that was usually
favorable to the generator. If the generator failed to
meet the physical requirement, the contract was set-
tled according to a price that was usually favorable
to Transpower. Over the course of the 400 tests, less
than 10 contracts were knocked out. Generator coun-
terparties became very good at ensuring their physi-
cal conditions were met by the way they offered into
the wholesale market.

Shifting generators’ energy output was only one type
of product required. Others include the following:

• Reserve contracts: In New Zealand’s wholesale
market, the size of the HVDC requires it to be consi-
dered a risk for the purposes of scheduling spinning
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reserve. Spinning reserve is defined as extra gen-
erating capacity that is available by increasing the
power output of generators that are already dis-
patched. Hence, for tests that required flow levels
implying a high degree of spinning reserve, reserve
contracts were developed, which provided incentives
to market participants to maximize their reserve offers
(which were, in turn, highly dependent on their gen-
eration level, introducing a feedback loop for the trad-
ing team).

• Capacity contracts: Some tests required the
scheduling of large generation units. Some market
participants preferred to be compensated for making
this capacity available for the duration of the test,
and charged a fixed capacity fee (rather than a price-
dependent CfD).

• Load-balancing contracts: New Zealand elec-
tricity-distribution utilities retain control of ripple-
controlled water heating, which allows some degree
of control (usually downward) over electricity de-
mand. The team contracted with one network com-
pany in each island, so that load curtailments could
be used to adjust the HVDC flow in either direction.
Up to 100 MW change was achieved at times, depen-
dent on system conditions.

• Wind-balancing contracts: Another innovation in
the New Zealand market emerged as a result of
the necessary real-time control. No generator in the
market over 10 MW is permitted to change its out-
put after the gate closure (i.e., two hours prior to
real time), except for intermittent generation (i.e.,
wind). This meant that wind generation became the
only form of generation that could assist the trad-
ing team to tweak the HVDC flow during testing if
system conditions deviated from expectations. About
300 MW of wind was contracted to reduce output
when required by feathering the wind turbine blades.
If system conditions reversed, the wind generator
could increase output again as long as the wind con-
ditions permitted. Modern control systems allowed
these changes to be executed often within three to five
minutes of the instruction being given. The contracts
in place allowed the wind generator to be compen-
sated according to a calculation of what its generation
would otherwise have been.

Analytics
The day- and week-ahead volatility in the wholesale
market—weather events and their impact on wind,
hydro and demand, generation plant outages, and
general trading behavior—needed to be incorporated
into the testing process via predictive analytics.

In a system in which half-hourly demand varied
between 5,000 MW and 7,000 MW, achieving de-
sired testing ranges of ±100 MW proved challeng-
ing. Theoretically, if every generating plant in the
system (except the frequency keeper) could be con-
tracted to provide a specific output, the only resid-
ual variation would be demand, which—within each
island—would be met by the frequency keeper. Such
an approach would be immensely costly, time con-
suming, and difficult. The decision-making process
became one of trading off the acceptable variation in
HVDC flow for a given test, with the cost and diffi-
culty of contracting (and the implied residual uncer-
tainty in HVDC flow after contracting). Hence, the
analytical process needed to highlight which gener-
ating plants (or demand regions) were creating the
greatest uncertainty, implicitly generating a “merit
order” of contracting. This process needed to also
account for the changes in HVDC flow (from its nat-
ural level) required for the test.

With the copious historical data available on de-
mand and on the half-hourly dispatch of generators,
long-term distributions could easily be formed to esti-
mate the uncertainty associated with each generator.
However, this was of little use, due to the highly con-
ditional nature of variability: variation in demand and
wind output were highly contingent on the weather
conditions at the time, while hydro output was, to
a large extent, dependent on the inflow patterns of
recent weeks. For larger generators, the firm’s net
financial position, which is not visible to the mar-
ket, was an equally important driver, and changed
on a daily basis. Therefore, the distributions of poten-
tial output needed to be cognizant of the current
and immediate-past system, participant, and weather
behavior.

The analytical problem had a classic Bayesian struc-
ture, with the probabilities needing to be constantly
updated with real-time data. The team considered the
construction of a formal Bayesian network, but did
not pursue it due to concerns over solution time.
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Team members expected that the analysis would need
to be conducted several times daily, as new informa-
tion emerged, and as contract negotiations continued.

The team developed an analytical tool, which
attempted to capture the Bayesian structure by isolat-
ing the variation caused in recent HVDC flow by each
individual system element (demand, generation), thus
establishing current priors. An input could be any
of a number of variables, such as electricity demand
from irrigation in a particular region or wind gen-
eration. We would then examine the historical rela-
tionship between this variable and HVDC flows, for
different states of the world (e.g., day of the week,
time of day). The analyst would then be able to spec-
ify the likely state for a future test (e.g., day, time,
forecast weather conditions), and the tool would use
the historical relationships to generate a distribution
of HVDC flows based on the underlying drivers.

It was the role of the trading analyst to estab-
lish whether this prior distribution was reflective of
the conditions expected for the test (e.g., by seeking
weather forecasts or adjusting for plant outages), thus
providing posterior adjustments. Finally, if the level
and (or) variation in the resulting HVDC flow did
not meet the requirements of the test, then contracting
with market participants was necessary, which again
provided a form of posterior updating.

The contracts developed for real-time flow man-
agement through the use of wind generation and
demand response had a short lead time (between 5
and 10 minutes); thus, they required HVDC flows
during the test to be monitored with a high degree
of precision. In practice, the team monitored HVDC
flows in real time with a one-minute resolution. This
also allowed real-time monitoring of the performance
of contracted and other generators.

The Outcome
In May 2013, after 163 contracted tests, Transpower
successfully commissioned Pole 3 into the market,
in time for the critical winter period. Commis-
sioning of the final Pole 2 interface and control
system was achieved on December 9, 2013 after
an additional 165 contracted tests. Over the whole
six-month commissioning period, the trading team
successfully conducted 328 contracted commissioning
tests (including 60 retests, mostly due to the new
equipment failing engineering tests). This equated to

approximately five tests for each day that testing took
place—a high level of activity for the team, given the
amount of effort required to plan and execute each
test. Only three tests needed to be performed again
because they did not achieve the right HVDC transfer.
Despite some doubts from industry participants about
the robustness of the in-market contracting approach,
the successful commissioning, with only a one percent
failure rate due to contracting, showed it to be entirely
practical. In terms of the impact on the market, the
contracted tests took 270 hours; the longest individ-
ual test was the 26-hour heat run for Pole 3 commis-
sioning. Although a difficult metric to calculate, we
estimate that a total of 120 Gigawatt hours (GWh) of
market shift (deviation of HVDC flow from its nat-
ural position) occurred, equalling only 0.5 percent of
national demand over the commissioning period. The
heat run alone required approximately 15 GWh of
market shift (Figure 5). A greater degree of market
shift was observed with Pole 2 commissioning, largely
as a result of the much higher flow targets (north and
southward) that were required to test the bipole con-
trol system. By the time these high-flow tests were
required (November 2013), natural HVDC flows were
strongly northward as a result of hydrological condi-
tions. This made the high south-flow tests conducted
between November 7 and November 21 among the
most challenging to contract, because these five tests
required 28 GWh of market shift.

Probably the most remarkable statistic is that 1,179
deals were negotiated over the commissioning period.
This number does not include standing arrangements
for load control. This means that, on average, the trad-
ing team was concluding five deals per day for Pole 3.
It was also conducting a remarkable 8.3 deals per day
for Pole 2. The higher Pole 2 figure partly reflects
higher flow tests (because Pole 3 was already com-
missioned) and the need for more reserve contracts
at higher flows. For comparison, the entire industry
transacted only 721 over-the-counter contracts in all
of 2012. This represents a rate of two per day spread
across all market participants.
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HVDC flow vs. market shift
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Figure 5: (Color online) The response of HVDC flow to contracted market shift was often clearly visible during
Pole 3 commissioning.
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Appendix. Stochastic Dynamic Programming
The Moshe stochastic dynamic program (SDP) is an exam-
ple of a class of SDPs, which may be described as follows
(White 1993). The system to be optimized may be in any
of various states; a state s is thought of as being achieved
at some specific (integer) time t4s5. (System configurations
achieved at different times are considered different states,
even if otherwise identical.) A state s has an associated set
of actions A4s5, which may be taken when the system is in
state s. Taking an action a∈A4s5 incurs a cost c4a5 and pre-
cipitates one of an associated set of transitions T 4a5; the tran-
sition � ∈ T 4a5 occurs with probability p4�5 independently
of all previous random events. Of course, we must have
∑

�∈T 4a5 p4�5 = 1 for any action a. When transition � occurs,
the system is transformed to a new state �4�5. Every tran-
sition consumes some time, so that we have

t4�4�55 > t4s5 for each state s, a ∈A4s5, and � ∈ T 4a5.

The value V 4s5 of a state s is the expected cost of all future
actions, if the system begins in state s and is managed opti-
mally thereafter. It is easy to see that the value function V
satisfies the Bellman equation

V 4s5= min
a∈A4s5

(

c4a5+
∑

�∈T 4a5

p4�5V 4�4�55

)

(1)

for any state s with A4s5 6= �. States s with A4s5 = � are
considered terminal: in such a state, there is nothing left to
do. Values V 4s5 for terminal states s are given as part of the
problem specification; Equation (1) can then be used to find
values for other states.
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Verification Letter
Andrew Gard, Project Director, HVDC Pole 3; Chris Otton,
Contracts Coordination Manager, HVDC Pole 3, writes:

“Transpower NZ Ltd is happy to support the submis-
sion of the abstract ‘Non-invasive test scheduling for vital
transmission infrastructure over live electricity markets’ to
INFORMS as a candidate for the Wagner prize in 2014.

“We verify that the approach outlined in the abstract
(and subsequent paper) was successfully followed in prac-
tice, which, together with the substantial core engineering
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achievements, allowed us to complete commissioning of the
new HVDC equipment in December 2013.

“We note the trading approach adopted was specifically
mentioned by a panel of judges when they awarded Trans-
power the Deloittes’ Energy Company of the Year in 2013.”
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